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1 Introduction.  
 
A gene expression study using DNA microarrays usually involves two major steps. The first step 
typically consists of performing initial experiments to narrow the set of genes to study further in more 
detail. The experimenter can avoid this first step if he or she already knows the set of genes of interest. 
For example, the genes involved in galactose metabolism in yeast are relatively well known, so an 
experimenter could skip the experiments in the first step in the study. After choosing those genes, the 
experimenter has to produce an experimental design for further study of how those genes regulate 
each other. 
 
Asbestos fibers small enough to be inhaled, and numerous enough to overcome the normal host 
defenses can lodge in the lungs, leading to chronic inflammation, pulmonary fibrosis (asbestosis), 
pleural thickening as well as cancers of the lung and pleura. Asbestos fibers are clearly associated with 
induction of mesothelioma, a neoplasm derived from the mesothelial lining of the pleural cavity, but 
the mechanism is unclear [1]. We describe our initial effort in a gene expression study that is designed 
to learn causal relationships among genes that play an important role in mouse asbestos. In this paper, 
we concentrate on assessing expert biologist’s knowledge of pairwise relationships. 
 

 
2 Analysis.  
 
Causal networks represent causal relationships using a graphical model. Graphical models hold great 
promise as representations of molecular biological processes, because they are both expressive and 
intuitive. In a recent issue of Science, the authors of four separate review articles on bioinformatics 
and related topics described graphical models as one of the most promising methods for representing 
cellular pathways [2-5]. Three of the articles specifically mention causal Bayesian networks as a 
promising type of graphical model. Particularly, Kitano [5] refers to one of our causal analysis papers 
[6] and emphasize the importance of causal discovery in systems biology research. We use Bayesian 
networks to model interactions of genes in mouse asbestos. 

 
A causal Bayesian network is a directed acyclic graph in which each arc is interpreted as a direct 
causal influence between a parent node and a child node, relative to the other nodes in the network [7]. 
One of the challenges in applying Bayesian methods for causal discovery is the assessment of 
informative priors on possible causal structures and on the parameters of those structures. On the one 
hand, the ability to represent such prior information is a great strength of the Bayesian approach. With 
it, we can potentially express prior causal knowledge that comes from many sources other than the 
observational data. While good progress has been made in facilitating the expression of priors on 
Bayesian network structures and parameters [8], assessing such prior probabilities (particularly when 
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there is a large set of variables) can still be difficult. Note that it will be impractical to assess priors of 
all of the possible pairwise relationships especially if you are dealing with more than 5,000 genes. We 
asked expert biologists to assess priors of pairwise relationships that they think are relatively well 
known, and we assume default prior probabilities for the remaining relationships. We currently use the 
following assumptions (unless the expert biologist specifies his or her knowledge): p(Ei

XY) = 1/3 for 
i=1,2,3. For genes X and Y, Ei

XY represents X←Y, X→Y, and X  Y for i=1,2,3 respectively. We list 
relatively well known pairwise relationships assessed by expert biologists in Table 1. 
 

Relationship Prior Relationship Prior Relationship Prior Relationship Prior 
SRA→TNFα 0.9 SRA → IL6 0.6 SRA → IL1 0.6 IFNγ →TNFα 0.5 
IL1 → IL6 0.8 IFNγ → IL6 0.5 IFNγ → IL1 0.5   

 
Table 1:  Priors assessed by expert biologists about pairwise relationships among genes that play an important 
role in mouse asbestos. 

 
3 Future Research. 
We will combine the background knowledge shown in Table 1 with microarray experiments with 108 
mice that were exposed in different asbestos agents [9]. We are planning to use a pairwise causal 
algorithm, Implicit Latent Variable Scoring (ILVS) method [6] and its extension Local ILVS Method 
(LIM) that analyzes local structures with more than pairwise variables [10]. There are many 
challenges in the planned analysis, e.g., (1) causal discovery with no direct manipulation of genes; (2) 
global network inference with local networks. 
 
Once we develop a model that combines expert’s background knowledge and the results of microarray 
experiments, we are planning to develop and evaluate a system that recommends experimental design 
of a gene expression study, e.g., what gene to knock out; how many experimental repetitions to make. 
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