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1 Introduction.

One of the most important goals in computational molecular biology is allocating repeated
patterns in nucleic or protein sequences, and identifying structural or functional motifs that
are common to a set of such sequences. In this paper we introduce a new approach to detect
the repetitions of fixed length in Biosequences using an Evolutionaty Computation approach.
Our approach involves evolving a population of patterns in an evolutionary manner and
gradually improving the fitness of the population as measured by an objective function,
which measures the approximate repetitions of the patterns in the given sequence. The
general attraction of the approach is the ability to detect repeated schemas, thus inferring
motifs of fixed length from biosequences. Genetic Algorithms and Evolutionary Computation
have been succesfully applied so far in the Multiple Molecular Sequence Alignment problem
in order to identify similarities among sequences [1].

2 Methodology.

Biosequences, such as DNA and Protein sequences, can be seen as long texts over specific
alphabets, encoding the genetic code of living beings. Searching for repeated sub-sequences
of any length over those texts could be modeled as searching for a set of given patterns in a
“text”.

In our approach we consider the population of a Genetic Algorithm as the population
of p words of length l. For each particular run, the population size p (i.e. the number of
individuals) of each generation, as well as the length l of each one word of the population are
kept constant. After establishing a population of words the population is randomly initial-
ized. When the initialization procedure is completed all words of the population are random
strings drawn from the ΣDNA alphabet. The fitness f of each particular word is evalu-
ated considering as fitness (or evaluation) function the number of approximate occurrences
(repetitions) of the word in the input sequence.

The overall structure of the method is shown in Figure 1. To go from one generation to
the next, children are derived from parents that are chosen by some kind of natural selection.
To create a child, an operator is selected that can be a crossover (mixing the contents of the
two parents) or a mutation (modifying a single parent). Each operator has a probability of
being chosen. Thus the algorithm is divided in two stages. The first one is the evolutionary
phase where the new population of individuals/words is generated and the searching phase
where each individual is evaluated by counting its number and exact positions of occurrences.

Compared to other techniques ([2], [3]) our algorithm is linear to the length of the
input sequence and has the advantage of allowing the user to specify the exact length of
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the repetitions the biologist looks for. Taking into consideration the easy parallelisation of
Genetic Algorithms we believe that our method can be used in many practical applications.
Moreover Genetic Algorithms could be successfully used as a practical way to solve many
computationally difficult problems in the areas of Sequence Search and Alignment. They
are intellectually satisfying in their simplicity and the way they attempt to mimic biological
evolution.

FIND REPETITIONS(X,l, p, n, pm, pc, elitism)
Initialize population of words
WHILE n ≥ 1, DO

Evaluate-Fitness: compute the repetitions of each word of the population;
Produce Next Generation: compute the next generation;

If elitism 6= 0, perform elitism;
If pm ≤ const, perform mutation;
If pc ≤ const, perform uniform crossover;

Report individuals in descending order
END FIND REPETITIONS

Figure 1: Schematic View of the Genetic Algorithm Methodology

3 Conclusions and Future Work.

Our method efficiently computes the repetitions inside a biosequence by evolving a popu-
lation of repeated patterns in an evolutionary manner (mutation and crossover) and finally
reporting those with high fitness function. Our future work is three fold. The first one con-
cerns the modification of the algorithm by assigning a credit to the operators of mutation
and crossover. Thus, each time a new individual is generated, if it yields some improvement
over its parents, the operator that was directly responsible for its creation gets the largest
part of the credit and so in the new generation we can dynamically change the probability of
the mutation or crossover operator. This can reduce the time complexity needed to compute
the mutation and crossover operation for the population in each generation. The second
research direction concerns the addition of one operator responsible for inserting gaps inside
repeated patterns thus giving the possibility of inferring structured patterns from the input
biosequence. Finally an interesting problem arises from having “don’t care symbols” in the
input sequence [4]. A “don’t care” symbol has the property of matching any symbol of a
given alphabet. We believe that our approach can efficiently compute the repetitions even
in biosequences with “don’t cares”.
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