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April 6 (Saturday) 

  18:00-20:00 Reception (all registered participants), Wenjin Hotel 
      
April 7 (Sunday) 

  10:00-10:10 Opening Remarks 
  10:10-11:10 Keynote Talk by Deborah A. Nickerson 
  11:10-12:10 Session 1: Population Genomics 
  13:30-14:30 Poster Session 1 
  14:30-15:30 Keynote Talk by Chung-I Wu 
  15:30-16:10 Session 2: Evolutionary Genomics 
  16:30-17:50 Session 3: Computational Methods for Genomics 
   
April 8 (Monday) 

  9:00-10:00 Keynote Talk by Takashi Gojobori 
  10:00-10:40 Session 4: Comparative Genomics 
  11:00-12:20 Session 5: Cancer Genomics 
  13:30-14:30 Poster Session 2 
  14:30-16:10 Session 6: RNA and Chromosome Structure I 
  16:30-17:10 Session 7: RNA and Chromosome Structure II 
   

April 9 (Tuesday) 

  9:00-10:00 Keynote Talk by Scott Fraser 
  10:00-10:40 Session 8: Molecular Networks I 
  11:00-12:20 Session 9: Molecular Networks II 
  13:30-17:30 Great Wall Tour (all registered participants, reservation required) 
  18:30-20:30 Banquet (full registration only) 
   

April 10 (Wednesday) 

  9:00-10:00 Keynote Talk by Nadia Rosenthal 
  10:00-10:40 Session 10: Epigenomics 
  11:00-12:20 Session 11: Protein Structure 
  13:40-14:40  Keynote Talk by Xiaoliang Sunney Xie 
  14:40-15:20 Session 12: Image Analysis and Comparative Epigenomics 
 15:40-17:00 Session 13: Proteomics 
  17:00-17:10 Closing Ceremony 
   
April 11-12, RECOMB-Seq, Lecture Hall, FIT Building, Tsinghua University   



Preface 

The RECOMB conference series, with the full name of the Annual International 
Conference on Research in Computational Molecular Biology, started in 1997 by 
Sorin Istrail, Pavel Pevzner, and Michael Waterman. The 17th Annual International 
Conference on Research in Computational Molecular Biology or RECOMB 2013 
was held at Tsinghua University, Beijing, China, hosted by the Bioinformatics 
Division of Tsinghua National Laboratory for Information Science and Technology 
(TNLIST), Tsinghua University.  

This year’s RECOMB conference featured 6 invited keynote talks by leading 
scientists in life sciences in the world. The keynote speakers were Scott Fraser 
(University of Southern California, USA), Takashi Gojobori (National Institute of 
Genetics, Japan), Deborah Nickerson (University of Washington, USA), Nadia A. 
Rosenthal (Monash University in Melbourne, Australia), Chung-I Wu (Beijing 
Institute of Genomics, Chinese Academy of Sciences, China), and Xiaoliang Sunny 
Xie (Harvard University, USA).  

The conference features three complementary tracks. The proceeding track 
invites submissions of new research in all areas of computational biology and 
bioinformatics. A total of 167 extended abstracts were submitted to RECOMB2013 
and 32 of them were selected for oral presentation at the conference after extensive 
reviews. Twenty three accepted extended abstracts and 9 shortened 2-page abstracts 
were published on Lecture Notes in Bioinformatics (Volume 7821).  All the 
authors of the accepted extended abstracts were invited to submit their full papers 
to the Journal of Computational Biology and the authors of 2-page abstracts 
decided to publish their full papers on other journals. 

The highlight track invites submissions of abstracts of papers published 
between October 2011 and February 2013. A total of 48 submissions were received 
and 9 of them were selected for oral presentation chosen by the program chair and 
the RECOMB steering committee. Papers were selected based on the topics that 
are complementary to the accepted extended abstracts, impact of the work on the 
field, interests to a broad audience, and the likelihood that the work will make a 
good presentation.  



The poster track invites abstracts of ongoing and published researches that use 
mathematical, statistical and computational approaches to solve biological and 
biomedical problems. A total of 200 submissions were received. A group of poster 
committee members read and evaluated the submissions and gave suggestions to 
some of the posters. All the submissions contribute to our understanding of 
biological and/or biomedical researches using computational approaches.  

This book contains the abstracts of 6 keynote speakers, 9 highlight track talks 
and 200 poster abstracts. The success of RECOMB depends on the efforts, 
dedication and devotion of many colleagues who spent countless of hours on the 
organization of the conference. The steering committee consisting of Vineet Bafna, 
Serafim Batzoglou, Bonnie Berger, Sorin Istrail, Michal Linial, and Martin Vingron 
(Chair) gave many excellent suggestions on the organization of the conference. We 
thank the PC members and the external reviewers for the timely review of the 
assigned papers despite their busy schedules. We also thank all the authors for 
submitting their excellent work to RECOMB. We would like to personally thank the 
local organizing committee members especially the co-chairs Xuegong Zhang, 
Minghua Deng and Rui Jiang, and the local secretary Zhuwei Joan Zhang for their 
efforts that insured smooth cooperation on the administrative and logistic details. 
Various organizations including Tsinghua University, TNLIST, the National 
Science Foundation of China (NSFC), the US National Science Foundation (NSF), 
the International Society of Computational Biology (ISCB) and all the industry 
sponsors for their financial support. Dr. Mona Singh (Princeton University) helped 
with the application for the US NSF student support. Finally, we thank the authors 
of the papers and posters and all the attendees for their enthusiastic participation of 
the conference. 
 
 
 
 
January 2013 
Fengzhu Sun 
Professor, University of Southern California, USA 
Chair, RECOMB 2013 Program Committee 



Table of Contents 

Program .......................................................................................................... 1 

Committees .................................................................................................... 9 

Keynote Speakers ......................................................................................... 15 

Accepted Papers ........................................................................................... 23 

Accepted Highlights ..................................................................................... 27 

Accepted Posters .......................................................................................... 39 

List of Authors ........................................................................................... 255 



 



 

Program 

 

 



Program 

April 7-10, 2013, the New Tsinghua Auditorium, Tsinghua University 

April 6 (Saturday) 

  18:00-20:00 Reception (all registered participants), Wenjin Hotel 

      
April 7 (Sunday) 

  9:00-18:00 On-site registration 

  10:00-10:10 Opening Remarks 

Xuegong Zhang (Tsinghua University, China) 
  10:10-11:10 Keynote Talk. Chair:  Sorin Istrail (Brown University, USA) 

Deborah A. Nickerson 

University of Washington, USA  
Next-Generation Human Genetics  

  11:10-12:10 Session 1: Population Genomics 

Chair: Francis Chin (University of Hong Kong, China) 
  11:10-11:30 Emrah Kostem and Eleazar Eskin 

Efficiently Identifying Significant Associations in Genome-wide 
Association Studies  

  11:30-11:50 Jesse Rodriguez, Serafim Batzoglou and Sivan Bercovici 
An Accurate Method for Inferring Relatedness in Large Datasets of 
Unphased Genotypes via an Embedded Likelihood-Ratio Test  

  11:50-12:10 Itamar Eskin, Farhad Hormozdiari, Lucia Conde, Chris Skibola, Jacques 
Riby, Eleazar Eskin and Eran Halperin 
eALPS: Estimating Abundance Levels in Pooled Sequencing Using 
Available Genotyping Data  

  12:10-14:30 Lunch Break and Poster Session 

  12:10-13:30 Poster Setup 

  13:30-14:30 Poster Session 1 

  14:30-15:30 Keynote Talk. Chair: Xuegong Zhang (Tsinghua University, China) 

Chung-I Wu 

Chinese Academy of Sciences, China 

University of Chicago, USA 
Active Migration Driving Evolution --- Adaptive Invasion and 

Diversification of Multifocal Tumors  

  15:30-16:10 Session 2: Evolutionary Genomics 

Chair: Louxin Zhang (National University of Singapore) 
  15:30-15:50 Yufeng Wu 

An Algorithm for Constructing Parsimonious Hybridization Networks 
with Multiple Phylogenetic Trees  
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  15:50-16:10 Jesper Jansson, Chuanqi Shen and Wing-Kin Sung 
An Optimal Algorithm for Building the Majority Rule Consensus Tree  

  16:10-16:30 Tea Break 

  16:30-17:50 Session 3: Computational Methods for Genomics 

Co-Chairs: Roded Sharan (Tel Aviv University, Israel) and Lei Li 

(Chinese Academy of Sciences, China)  

  16:30-16:50 Dan He, Zhanyong Wang, Laxmi Parida and Eleazar Eskin 
IPED: Inheritance Path based Pedigree Reconstruction Algorithm 
using Genotype Data  

  16:50-17:10 Shijian Chen, Anqi Wang and Lei Li 
SEME: A Fast Mapper of Illumina Sequencing Reads with Statistical 
Evaluation  

  17:10-17:30 Alina Munteanu and Raluca Gordan 
Distinguishing between Genomic Regions Bound by Paralogous 
Transcription Factors  

  17:30-17:50 Po-Ru Loh, Michael Baym and Bonnie Berger (highlight) 
Compressive Genomics 

 18:10-17:50 Removal of Poster Session 1 

   
April 8 (Monday) 

  9:00-18:00 On-site registration 

  9:00-10:00 Keynote Talk. Chair: Martin Vingron (Max-Planck-Institute for 

Molecular Genetics, Germany) 

Takashi Gojobori 

National Institute of Genetics, Japan 

Time-Course Big Data in Environmental Metagenomics for Monitoring 

Dynamic Changes of Marine Microorganism Diversity 

  10:00-10:40 Session 4: Comparative Genomics 

Chair: Xiujie Wang (Institute of Genetics and Developmental 

Biology, China) 
  10:00-10:20 Mukul S. Bansal, Eric J Alm and Manolis Kellis 

Reconciliation Revisited: Handling Multiple Optima when Reconciling 
with Duplication, Transfer, and Loss  

  10:20-10:40 Roy Ronen, Nitin Udpa, Eran Halperin and Vineet Bafna 
Learning Natural Selection from the Site Frequency Spectrum  

  10:40-11:00 Tea Break 

  11:00-12:20 Session 5: Cancer Genomics 

Co-Chairs: Ben Raphael (Brown University, USA) and Jingdong 

Han (Chinese Academy of Sciences, China) 
  11:00-11:20 Dong-Yeon Cho and Teresa Przytycka 

Dissecting Cancer Heterogeneity with a Probabilistic Genotype-
Phenotype Model  
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  11:20-11:40 Fabio Vandin, Alexandra Papoutsaki, Ben Raphael and Eli Upfal 
Genome-Wide Survival Analysis of Somatic Mutations in Cancer  

  11:40-12:00 Raheleh Salari, Syed Shayon Saleh, Dorna Kashef-Haghighi, David 
Khavari, Daniel E Newburger, Robert E West, Arend Sidow and 
Serafim Batzoglou 
Inference of Tumor Phylogenies with Improved Somatic Mutation 
Discovery  

  12:00-12:20 Layla Oesper, Ahmad Mahmoody and Ben Raphael 
Estimating Tumor Purity and Cancer Subpopulations from High-
Throughput DNA Sequencing Data  

  12:20-14:30 Lunch Break and Poster Session 

  12:20-13:30 Poster Setup 

  13:30-14:30 Poster Session 2 

  14:30-16:10 Session 6: RNA and Chromosome Structure I 

Co-Chairs: Michal Linial (Hebrew University of Jerusalem, Israel) 

and Xiaowo Wang (Tsinghua University, China) 
  14:30-14:50 Raheleh Salari, Damian Wojtowicz, Jie Zheng, David Levens, Yitzhak 

Pilpel and Teresa Przytycka (highlight) 
Teasing Apart Translational and Transcriptional Components of 
Stochastic Variations in Eukaryotic Gene Expression 

  14:50-15:10 Sebastian Will, Christina Schmiedl, Milad Miladi, Mathias Mohl and 
Rolf Backofen 
SPARSE: Quadratic Time Simultaneous Alignment and Folding of 
RNAs Without Sequence-Based Heuristics  

  15:10-15:30 Evan Senter, Saad Sheikh, Ivan Dotu, Yann Ponty and Peter Clote 
Using the Fast Fourier Transform to Accelerate the Computational 
Search for RNA Conformational Switches  

  15:30-15:50 Vladimir Reinharz, Yann Ponty and Jerume Waldispuhl 
A Linear Inside-Outside Algorithm for Correcting Sequencing Errors in 
Structured RNA Sequences  

 15:50-16:10 Yitzhak Freindman, Ohad Balaga and Michal Linial (highlight) 
Cellular Regulation by Teamwork of microRNAs  

  16:10-16:30 Tea Break 
  16:30-17:10 Session 7: RNA and Chromosome Structure II 

Chair: Xie Zhen (Tsinghua University, China) 
  16:30-16:50 Audrey M. Michel, Kingshuk Roy Choudhury, Andrew E. Firth, 

Nicholas T. Ingolia, John F. Atkins and Pavel V. Baranov  (highlight) 
Observation of Dually Decoded Regions of the Human Genome Using 
Ribosome Profiling Data 

  16:50-17:10 Zhizhuo Zhang, Guoliang Li, Kim-Chuan Toh and Wing-Kin Sung 
Inference of Spatial Organizations of Chromosomes Using Semi-definite 
Embedding Approach and Hi-C Data  

  17:10-18:00 Business meeting (all participants) 

 18:00-18:00 Removal of Poster Session 2 
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April 9 (Tuesday) 

  9:00-13:30 On-site registration 

  9:00-10:00 Keynote Talk. Chair: Michael Waterman (University of Southern 

California, USA) 

Scott Fraser 

University of Southern California, USA  

Pushing the Limits of Biological Imaging, Sensing and Manipulation 

  10:00-10:40 Session 8: Molecular Networks I 

Chair: Minghua Deng (Peking University, China) 
  10:00-10:20 Mohammad Javad Sadeh, Giusi Moffa and Rainer Spang 

Considering Unknown Unknowns - Reconstruction of Non-
confoundable Causal Relations in Biological Networks  

  10:20-10:40 Ngoc Hieu Tran, Kwok Pui Choi and Louxin Zhang 
Counting Motifs in the Entire Biological Network from Noisy and 
Incomplete Data  

  10:40-11:00 Tea Break 

  11:00-12:20 Session 9: Molecular Networks II 

Chairs: Hyunju Lee (Gwangju Institute of Science and Technology, 

Korea) and Rui Jiang (Tsinghua University, China) 

  11:00-11:20 Dkriti Puniyani and Eric Xing 
NP-MuScL: Unsupervised Global Prediction of Interaction Networks 
From Multiple Data Sources  

  11:20-11:40 Ali A Faruqi, William A Bryant and John W Pinney 
Analysis of Metabolic Evolution in Bacteria Using Whole-Genome 
Metabolic Models  

  11:40-12:00 Qiangfeng Cliff Zhang, Donald Petrey, Lei Deng, Andrea Califano and 
Barry Honig (highlight) 
On the Integration of Structural and Systems Biology: Structure-Based 
Prediction of Protein–Protein Interactions on a Genome-Wide Scale 

  12:00-12:20 Shihua Zhang, Chun-Chi Liu, Wenyuan Li, Hui Shen, Peter W. Laird 
and Xianghong Jasmine Zhou (highlight)  
Discovery of Multi-Dimensional Modules by Integrative Analysis of 
Cancer Genomic Data 

 12:20-12:40 Bartek Wilczynski, Ya-Hsin Liu, Zhen Xuan Yeo and Eileen E. M. 
Furlong (highlight) 
Predicting Spatial and Temporal Gene Expression Using an Integrative 
Model of Transcription Factor Occupancy and Chromatin State 

  12:40-13:30 Lunch Break 

  13:30-17:30 Great Wall Tour (all registered participants, reservation required) 

  18:30-20:30 Banquet (full registration only) 
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April 10 (Wednesday) 

  9:00-17:10 On-site registration 

  9:00-10:00 Keynote Talk. Chair: Fengzhu Sun (University of Southern 

California, USA) 

Nadia Rosenthal 

Monash University in Melbourne, Australia 

Enhancing Mammalian Regeneration 

  10:00-10:40 Session 10: Epigenomics 

Chair: Teresa Przytycka (NIH, USA) 
  10:00-10:20 Christopher Reeder and David Gifford 

High Resolution Modeling of Chromatin Interactions  
  10:20-10:40 Michael Stevens, Jeffrey Cheng, Mingchao Xie, Joseph Costello and 

Ting Wang 
MethylCRF: an Algorithm for Estimating Absolute Methylation Levels 
at Single CpG Resolution from Methylation Enrichment and Restriction 
Enzyme Sequencing Methods  

  10:40-11:00 Tea Break 

  11:00-12:20 Session 11: Protein Structure 

Co-Chairs: Knut Reinert (Freie Universität Berlin, Germany) and 

Lusheng Wang (City University of Hong Kong, China) 
  11:00-11:20 Chittaranjan Tripathy, Anthony Yan, Pei Zhou and Bruce Donald 

Extracting Structural Information from Residual Chemical Shift 
Anisotropy: Analytic Solutions for Peptide Plane Orientations and 
Applications to Determine Protein Structure  

  11:20-11:40 Fei Guo, Shuai Cheng Li, Wenji Ma and Lusheng Wang 
Detecting Protein Conformational Changes in Interactions via Scaling 
Known Structures  

  11:40-12:00 Dong Xu, Hua Li and Yang Zhang 
Fast and Accurate Calculation of Protein Depth by Euclidean Distance 
Transform  

  12:00-12:20 Shuigeng Zhou 
Boosting Prediction Performance of Protein-Protein Interaction Hot 
Spots by Using Structural Neighborhood Properties  

  12:20-13:15 Lunch Break 

  13:15-13:35 Industry Talk. Chair: Jin Gu (Tsinghua University, China) 

Hubert Ding 
Healthcare Leading Architect, Healthcare Strategy and Solution, Intel 
Corporation 
Compute for Personalized Medicine 

  13:40-14:40  Keynote Talk. Chair: Ron Shamir (Tel Aviv University, Israel) 

Xiaoliang Sunney Xie 

Harvard University, USA 

Life at the Single Molecule Level  
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  14:40-15:20 Session 12: Image Analysis and Comparative Epigenomics 

Chair: Russell Schwartz (Carnegie Mellon University, USA) 
  14:40-15:00 Yinyin Yuan, Henrik Failmezger, Oscar M. Rueda, H. Raza Ali, Stefan 

Gräf, Suet-Feung Chin, Roland F. Schwarz, Christina Curtis, Mark J. 
Dunning, Helen Bardwell, Nicola Johnson, Sarah Doyle, Gulisa 
Turashvili, Elen Provenzano, Sam Aparicio, Carlos Caldas and Florian 
Markowetz (highlight) 
 Quantitative Image Analysis of Cellular Heterogeneity in Breast 
Tumors Complements Genomic Profiling 

  15:00-15:20 Sheng Zhong (highlight) 
Comparative epigenomics 

  15:20-15:40 Tea Break 

 15:40-17:00 Session 13: Proteomics 

Co-Chairs: Simin He (Chinese Academy of Sciences, China) and 

Sungroh Yoon (Seoul National University, Korea) 

  15:40-16:00 Kyowon Jeong, Sangtae Kim and Pavel Pevzner 
UniNovo: a Universal Tool for De Novo Peptide Sequencing  

  16:00-16:20 Sergey Nurk, Anton Bankevich, Dmitry Antipov,Alexey Gurevich, 
Anton Korobeynikov, Alla Lapidus,Andrey Prjibelsky, Alexey Pyshkin, 
Alexander Sirotkin,Yakov Sirotkin, Ramunas Stepanauskas, Jeffrey 
McLean, Roger Lasken, Scott R. Clingenpeel, Tanja Woyke, Glenn 
Tesler, Max A. Alekseyev, and Pavel A. Pevzner 
Assembling Genomes and Mini-metagenomes from Highly Chimeric 
Reads  

  16:20-16:40 Mingxun Wang and Nuno Bandeira 
Spectral Library Generating Function for Assessing Spectrum-Spectrum 
Match Significance  

 16:40-17:00 Xiaowen Liu, Shawna Hengel, Si Wu, Nikola Tolic, Ljiljana Pasa-Tolic 
and Pavel Pevzner 
Identification of Proteins with Multiple Post-Translational 
Modifications Using Top-Down Tandem Mass Spectra 

  17:00-17:10 Closing Ceremony 
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Deborah Nickerson 

Professor of Genome Sciences 
Adjunct Professor of Bioengineering 
University of Washington School of Medicine 
USA 
 

 

 

Next-generation Human Genetics 

The application of massively parallel sequencing is rapidly providing new insights 
into the genetic basis of both rare and common human diseases. I will highlight 
findings from the analysis of rare Mendelian diseases from the Centers for 
Mendelian Genomics, where new candidate genes are being uncovered at an 
unprecedented pace. For common, complex human diseases, I will provide an 
overview of the strategies that are being applied and some initial findings emerging 
from the large-scale application of next-generation sequencing. I will also highlight 
where novel algorithms could impact these approaches. Lastly, large-scale 
sequencing is providing new insights into the demographic and evolutionary forces 
that have shaped the allelic architecture of the protein coding regions in humans. I 
will discuss the importance of these findings for personalized human genetics. 
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Chung-I Wu 

Professor 
Director, Beijing Institute of Genomics 
Chinese Academy of Sciences 
China 
Department of Ecology and Evolution 
University of Chicago 
USA 
 

 
 

Active Migration Driving Evolution - Adaptive Invasion 

and Diversification of Multifocal Tumors 

The ability to migrate leading to range expansion should be beneficial to 
populations of individuals or cells. However, since emigration to a new site is 
rarely adaptive for the migrants themselves, the selective advantage of migration-
prone genotypes remains unclear. In this report, we study cell migration in 
hepatocellular carcinoma (HCC), which can be multifocal with several tumors in 
the same liver. Whole-exome sequencing was applied to 12 such cases with 84 
sections sequenced and/or genotyped.  The clonal relationships in 75% of the cases 
follow a spatial pattern in which cell migration precedes clonal expansion and 
lineage diversification. Early emigration before tumor growth raises questions 
about the advantage of cell migration, which is classified as either simple dispersal 
or invasion. In invasion, the colonizing cells, much like invasive species, have 
higher fitness than those of the native site. In dispersal, fitness remains unchanged. 
By proposing a new method for inferring adaptive evolution in cell lineages, we 
show that invasive migration characterizes 7 of the 8 informative HCC cases. Each 
proliferation event is adaptively driven by a different set of mutations. The 
selective advantage of migration is due to a mutual reinforcement of tumor-growth 
and cell-motility mutations. The mutual reinforcement leads to a process of 
adaptive diversification that accelerates as tumors evolve. This evolutionarily 
interesting process is also clinically relevant. 

Biosketch:  

Prof. Wu obtained his Bachelor’s degree from Tunghai Univ, Taiwan in 1976, and his Ph.D. 
degree from Univ of British Columbia, Canada in 1982. In 1998, he became a professor at 
the Univ of Chicago and served as the chair of the Department of Ecology and Evolution 
untill 2006. He was appointed the director of Beijing Institute of Genomics, CAS in 2008.  
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Takashi Gojobori 

Professor 
Center for Information Biology 
National Institute of Genetics, Mishima  
Japan 

 

Time-Course Big Data in Environmental Metagenomics 

for Monitoring Dynamic Changes of Marine 

Microorganism Diversity 

Environmental metagenomics is a genomic approach in which genomic fragments 
of any species contained in environmental samples such as a bottle of sea water and 
a cup of land soil are sequenced without morphological identification of those 
species in order to observe ecological features of a diversity of microorganisms. In 
this practice, specific primers such as 16S and 18S rRNA genes are usually used 
for amplification so that species identification can be easily done through the 
database. Moreover, when this kind of conventional metagenomics is applied for 
studies of marine microorganism diversity, it has been usual to observe species 
composition of microorganisms at a given single time in given locations.  

Here, we developed a new approach for metagenomics called the “Digital DNA 
Chip,” in which we can identify a compositional profile in silico of a large set of 
DNA sequences obtained from shot gun sequencing of any genomic segments of 
microorganisms in the sea water. We also developed a water-floating device for 
continuously taking the water samples from the sea water in different depths at a 
series of time points in various locations in a given sea area. Using this new device, 
we have initiated a project for conducting environmental evaluation of the sea 
water over continuous time points, in addition to understanding of dynamic 
features of marine microorganism diversity. 

Here, we present the progress of our project, particularly focusing on how to 
handle the Big Data that are obviously produced in the present project. 
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Biosketch: 

Takashi Gojobori is a Vice-Director of National Institute of Genetics (NIG) and Professor 
at Center for Information Biology and DNA Data Bank of Japan (DDBJ) in NIG, Mishima, 
Japan.  

After finishing his Ph.D.(1979) at Kyushu University, Japan, he has been Research 
Associate and Research Assistant Professor at the University of Texas at Houston for 4 
years (1979-1983). He has also experienced a Visiting Assistant Professor at Washington 
University in St. Louis (1985, 1986) and a Visiting Research Fellow at Imperial Cancer 
Research Fund (ICRF) in London (1989).  

He has been elected as Member of Academia Europaea in 2012. He has received The 
Medal with Purple Ribbon from the Government of Japan in 2009.  He has been an 
Academician member of the Pontifical Academy of Science in Vatican (2007) and a 
Foreign Honorary Member of American Academy of Arts and Sciences (2006) and as a 
Fellow of American Association for the Advancement of Science (AAAS) (2006).  He has 
received the Salvatore Gold Medal from Italy (2004) and some of other Japanese awards.  

He is a Section Editor of BMC Genomics, the Founding Editor of Genome Biology and 
Evolution, the Editor of GENE and FEBS Letters, and Associate Editor of Molecular 
Biology and Evolution and PLoS Genetics.  He has also served on the editorial boards of 6 
international journals.  He was an Editor of Journal of Molecular Evolution for 8 years 
(1995-2003). 

He has about 400 publications in the peer-reviewed international journals on comparative 
and evolutionary genomics.  He has worked extensively on the rates of synonymous and 
nonsynonymous substitutions, positive selection, horizontal gene transfer, viral evolution, 
genomic evolution, and comparative gene expressionics.  In recent years, he has focused on 
evolution of the central nervous system and sensory organs.  He has also contributed to the 
DDBJ/GenBank/EMBL database construction as well as the H-Invitational human gene 
database. 
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Scott E. Fraser 

Professor 
Department of Biological Sciences and 
Department of Biomedical Engineering 
University of Southern California 
USA 

 

Pushing the Limits of Biological Imaging, 

Sensing and Manipulation 

Advances in cell biology, genomics and proteomics offer unprecedented 
knowledge of the constituents within cells and the means by which the cells can 
interact.  The triumphs of these reductionistic approaches are not without 
limitations:  “-omics” approaches typically analyze homogenates of millions of 
cells, washing out heterogeneities between cells in the population; physical 
interactions between molecular components are deduced from cross-linking or co-
precipitation; the approaches miss the dynamics of interactions, signals and 
motions that provide important insights into biological processes.   Advanced 
imaging techniques provide powerful means of answering these challenges, and 
integrating the growing genome-scale data sets into a mechanistic understanding of 
the molecular and cellular mechanisms that underlie key biological events.   

Our own work has concentrated on developing instruments capable of sensing 
cellular and molecular events during complex processes such as embryogenesis and 
organogenesis, with the goals of studying the events in the most relevant setting of 
the intact system.  Such intravital imaging is challenged by major tradeoffs 
between resolution, the rapidity of data collection and the limited photon budget.  

Intravital techniques for imaging, combined with better sensors and true molecular 
imaging offer the promise of testing the predictions made by high throughput 
approaches.  This work offers the promise of the direct measurement of cellular 
and molecular events, harvesting meaning from the temporal and spatial 
heterogeneities that plague modern “-omics” analyses. 
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Nadia Rosenthal 

Professor 
Australian Regenerative Medicine Institute 
Monash University, Melbourne 
Australia 
National Heart and Lung Institute 
Imperial College London 
UK 

 
 

Enhancing Mammalian Regeneration 

What lies behind the remarkable potential of some organisms to rebuild themselves 
after injury, and why aren’t we better at it? Our approach has been to tinker with 
pathways activated in the response to damage, disease and ageing in mammals, 
reducing the impediments to effective regeneration. Using mouse genetics we have 
investigated the role of growth factors and resident cells in the resolution of tissue 
injury, uncovering a complex interaction between local repair mechanisms and 
cells of the immune system, which participate in the removal of necrotic cells but 
may also provide support for the action of stem and progenitor cells in the repair 
process.  These interventions support the feasibility of improving human 
regenerative capacity by modulating key signaling pathways controlled by specific 
components of the immune system, providing new targets for clinical intervention 
and improving prospects for molecular and cellular combination therapies. 

Biosketch: 

Nadia Rosenthal obtained her PhD from Harvard Medical School, where she later directed 
a biomedical research laboratory, serving for a decade at the New England Journal of 
Medicine as editor of the Molecular Medicine series. She headed the EMBL Mouse 
Biology program in Rome from 2001-2012 and holds a Professorship of Cardiovascular 
Science at Imperial College London. She is an EMBO member, was awarded the Ferrari-
Soave Prize in Cell Biology and Doctors Honoris Causa from the Pierre and Marie Curie 
University in Paris and the University of Amsterdam. She is currently Founding Director of 
the Australian Regenerative Medicine Institute at Monash University and Scientific Head of 
EMBL Australia. Her internationally recognized research program focuses on the role of 
growth factors and stem cells in tissue regeneration.  Professor Rosenthal is an NH&MRC 
Australia Fellow.  
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Xiaoliang Sunney Xie 

Professor 
Department of Chemistry and Chemical Biology 
Harvard University 
USA 

 

Life at the Single Molecule Level 

DNA, which pass genetic information from generation to generation, are single 
molecules in individual cells. Consequently, gene expression is stochastic. Recent 
single-molecule live-cell experiments have allowed the mechanisms of stochastic 
gene expression to be understood at the molecular level. Point mutation and copy 
number variation, which are two major stochastic changes of DNA, can now be 
studied at the single cell level by advances in whole genome amplification and 
sequencing.  

Biosketch: 

Prof. Xie recieved his B.S. degree in chemistry from Peking University, Beijing, and his 
Ph.D. Degree in chemistry from University of California, San Diego.  He was a 
postdoctoral fellow of University of Chicago in 1990-1992, and a senior research scientist 
to chief scientist in the Pacific Northwest National Laboratory in 1992-1998. Dr. Xie was a 
professor of chemistry of Harvard University in 1999-2008, and became a Cheung Kong 
Visiting Professor of the Biodynamic Optical Imaging Center of Peking University in 2009 
and a Mallinckrodt Professor of Chemistry and Chemical Biology of Harvard University 
since 2009. 
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Shijian Chen, Anqi Wang and Lei Li 
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Dan He, Zhanyong Wang, Laxmi Parida and Eleazar Eskin 

An Optimal Algorithm for Building the Majority Rule Consensus Tree 
Jesper Jansson, Chuanqi Shen and Wing-Kin Sung 

UniNovo: A Universal Tool for de Novo Peptide Sequencing 
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An Accurate Method for Inferring Relatedness in Large Datasets of Unphased Genotypes 
via an Embedded Likelihood-Ratio Test 
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Using the Fast Fourier Transform to Accelerate the Computational Search For RNA 
Conformational Switches 
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MethylCRF, an Algorithm for Estimating Absolute Methylation Levels at Single CpG 
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Michael Stevens, Jeffrey Cheng, Mingchao Xie, Joseph Costello and Ting Wang 

Counting Motifs in the Entire Biological Network from Noisy and Incomplete Data 
Ngoc Hieu Tran, Kwok Pui Choi and Louxin Zhang 
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Solutions for Peptide Plane Orientations and Applications to Determine Protein Structure 

Chittaranjan Tripathy, Anthony Yan, Pei Zhou and Bruce Donald 
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Genome-Wide Survival Analysis of Somatic Mutations in Cancer 
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An Algorithm for Constructing Parsimonious Hybridization Networks with Multiple 
Phylogenetic Trees 

Yufeng Wu 

Fast and Accurate Calculation of Protein Depth by Euclidean Distance Transform 
Dong Xu, Hua Li and Yang Zhang 

Inference of Spatial Organizations of Chromosomes Using Semi-definite Embedding 
Approach and Hi-C Data 

Zhizhuo Zhang, Guoliang Li, Kim-Chuan Toh and Wing-Kin Sung 

Boosting Prediction Performance of Protein-Protein Interaction Hot Spots by Using 
Structural Neighborhood Properties 

Shuigeng Zhou 
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Compressive Genomics 

Po-Ru Loh1,†, Michael Baym1,2,†,*, & Bonnie Berger1,* 

1: Department of Mathematics and Computer Science and Artificial Intelligence Laboratory, 
Massachusetts Institute of Technology, Cambridge, Massachusetts, USA. 

2: Department of Systems Biology, Harvard Medical School, Boston, Massachusetts, USA. 

†: P.-R.L. and M.B. contributed equally to this work.. 

*: To whom correspondence should be addressed. 

Emails: P.-R.L. (ploh@mit.edu); M.B. (baym@mit.edu); B.B. (bab@mit.edu) 

The past two decades have seen an exponential increase in sequencing capabilities, 
outstripping advances in computing power. Extracting new insights from the datasets currently 
being generated will require not only faster computers; it will require smarter algorithms. 
However, most genomes currently sequenced are highly similar to ones already collected; thus 
the amount of novel sequence information is growing much more slowly. We show that this 
redundancy can be exploited by compressing the data in a way as to allow direct computation on 
the compressed data. This approach reduces the computational task of operating on many 
similar genomes to only slightly more than that of operating on just one. Moreover, its relative 
advantage over existing algorithms grows with the accumulation of future genomic data. We 
demonstrate here this compressive architecture by implementing versions of both BLAST and 
BLAT, and emphasize how compressive genomics, more generally, will enable biologists to 
keep pace with current data. 

Reference 

1. Po-Ru Loh, Michael Baym, & Bonnie Berger. Compressive Genomics. Nature 
Biotechnology, 30: 627-630, 2012.   
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Teasing Apart Translational and Transcriptional Components of 

Stochastic Variations in Eukaryotic Gene Expression 

Raheleh Salari 1,#, Damian Wojtowicz 2,3,#, Jie Zheng 4,5,#, David Levens 6, 

Yitzhak Pilpel 7, Teresa M. Przytycka 2,* 

1: Department of Computer Science, Stanford University, California, USA. 
2: National Center for Biotechnological Information, National Library of Medicine, National 

Institutes of Health, Bethesda, Maryland, USA. 
3: Institute of Informatics, University of Warsaw, Warsaw, Poland. 
4: Bioinformatics Research Centre (BIRC), School of Computer Engineering, Nanyang 

Technological University, Singapore. 
5: Genome Institute of Singapore, A*STAR, Biopolis, Singapore. 
6: Laboratory of Pathology, National Cancer Institute, Bethesda, Maryland, USA. 
7: Department of Molecular Genetics, Weizmann Institute of Science, Rehovot, Israel. 
#: These authors contributed equally to this work. 
*: To whom correspondence should be addressed. 
Emails: RS (rahelehs@stanford.edu); DW (wojtowda@ncbi.nlm.nih.gov); JZ 

(zhengjie@ntu.edu.sg); DL (levens@helix.nih.gov); YP (pilpel@weizmann.ac.il); TMP 
(przytyck@ncbi.nlm.nih.gov) 

 

The intrinsic stochasticity of gene expression leads to cell-to-cell variations, noise, in protein 
abundance. Several processes, including transcription, translation, and degradation of mRNA 
and proteins, can contribute to these variations. Recent single cell analyses of gene expression in 
yeast have uncovered a general trend where expression noise scales with protein abundance. 
This trend is consistent with a stochastic model of gene expression where mRNA copy number 
follows the random birth and death process. However, some deviations from this basic trend 
have also been observed, prompting questions about the contribution of gene-specific features to 
such deviations. For example, recent studies have pointed to the TATA box as a sequence 
feature that can influence expression noise by facilitating expression bursts. Transcription-
originated noise can be potentially further amplified in translation. Therefore, we asked the 
question of to what extent sequence features known or postulated to accompany translation 
efficiency can also be associated with increase in noise strength and, on average, how such 
increase compares to the amplification associated with the TATA box. Untangling different 
components of expression noise is highly nontrivial, as they may be gene or gene-module 
specific. In particular, focusing on codon usage as one of the sequence features associated with 
efficient translation, we found that ribosomal genes display a different relationship between 
expression noise and codon usage as compared to other genes. Within nonribosomal genes we 
found that sequence high codon usage is correlated with increased noise relative to the average 
noise of proteins with the same abundance. Interestingly, by projecting the data on a theoretical 
model of gene expression, we found that the amplification of noise strength associated with 
codon usage is comparable to that of the TATA box, suggesting that the effect of translation on 
noise in eukaryotic gene expression might be more prominent than previously appreciated. 

References 

1. Raheleh Salari, Damian Wojtowicz, Jie Zheng, David Levens, Yitzhak Pilpel, Teresa M. 
Przytycka. Teasing Apart Translational and Transcriptional Components of Stochastic 
Variations in Eukaryotic Gene Expression. PLoS Computational Biology, 8(8): e1002644, 
2012. 
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Cellular regulation by teamwork of microRNAs 

Yitzhak Friedman1, Ohad Balaga 2, Michal Linial1,* 

1: Department of Biological Chemistry, Institute of Life Sciences, The Hebrew University of 

Jerusalem, Israel 

2: School of Computer Science and Engineering, The Hebrew University of Jerusalem, Israel 

*: To whom correspondence should be addressed. 

Emails: YF (yitzhak.friedman@mail.huji.ac.il); OB (ohad.balaga@mail.huji.ac.il); ML 
(michall@cc.huji.ac.il) 

 

A longstanding goal in biology is the detailed understanding of the principles that 
govern gene regulation. To date, our understanding of the principles that underlie 
regulation by microRNAs (miRNAs) remains fragmentary. MicroRNAs (miRNAs) 
negatively regulate the levels of messenger RNA (mRNA) post-transcriptionally. 
Recent advances in CLIP technology allowed the capturing of miRNAs with their 
cognate mRNAs. Consequently, thousands of validated mRNA–miRNA pairs have been 
revealed. Our publication1 proposes a paradigm shift accordingly; although individual 
miRNAs are not particularly specific to their targets, system-wide efficiency at the 
cellular level results from a synergistic playing-together phenomenon. We compare the 
predictive power of miRror that is an inherently combinatorial miRNA prediction tool, 
in view of raw data from CLIP-Seq and microarray experiments. We extend this view to 
suggest that miRNA regulation is achieved by a combination of miRNAs acting on 
specific pathways. Specifically, the potency of global miRNA regulation can be 
determined by understanding the pathway graph topology. A systematic approach that 
identifies pairs and triplets of miRNAs that maximally affect cellular pathways will be 
presented.  

We implemented combinatorial and statistical constraints in the miRror2.0 algorithm. 
miRror estimates the likelihood of combinatorial miRNA activity in explaining the 
observed data. We tested the success of miRror in recovering the correct miRNA from 
transcriptomic profiles of cells overexpressing a miRNA, and in identifying hundreds of 
genes from miRNA sets, which are observed in CLIP experiments. We demonstrate that 
the success of miRror in recovering the miRNA regulation is superior in respect to a 
dozen leading miRNA-target prediction algorithms. We further describe the balance 
between alternative modes of joint regulation that are executed by pairs of miRNAs. 
Finally, manipulated cells were tested for the possible involvement of miRNA in 
shaping their transcriptomes. We identify instances in which the observed transcriptome 
can be explained by a combinatorial regulation of miRNA pairs. We conclude that the 
joint operation of miRNAs is an attractive strategy to maintaine cell homeostasis and 
overcome the low specificity inherent in individual miRNA–mRNA interaction. 

References 

1. Yitzhak Friedman, Ohad Balaga, Michal Linial. Toward a combinatorial nature of microRNA 
regulation in human cells. Nucleic Acids Research 40(19) 9404–9416, 2012.  
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Observation of dually decoded regions of the human genome 

using ribosome profiling data.  

Audrey M. Michel 1, Kingshuk Roy Choudhury 2, Andrew E. Firth 3, 

Nicholas T. Ingolia 4, John F. Atkins 1,5, Pavel V. Baranov 1,* 
1: Biochemistry Department, University College Cork, Ireland. 

2: Department of Statistics, University College Cork, Ireland. 

3: Department of Pathology, University of Cambridge, Cambridge, UK. 

4: Department of Embryology, Carnegie Institution for Science, Baltimore, MD, USA. 

5: Human Genetics Department, University of Utah, Salt Lake City, UT, USA. 

*: To whom correspondence should be addressed. 

Emails: AMM (a.mannionmichel@umail.ucc.ie); KRC (kingshuk@ucc.ie); AEF 
(aef24@cam.ac.uk); NTI (ingolia@ciwemb.edu); JFA (atkins@genetics.utah.edu); PVB 
(P.Baranov@ucc.ie) 

 

The recently developed ribosome profiling technique (Ribo-Seq) allows mapping of the 

locations of translating ribosomes on mRNAs with sub-codon precision. When ribosome 
protected fragments (RPFs) are aligned to mRNA, a characteristic triplet periodicity pattern is 
revealed. We utilized the triplet periodicity of RPFs to develop a computational method for 
detecting transitions between reading frames that occur during programmed ribosomal 

frameshifting or in dual coding regions where the same nucleotide sequence codes for multiple 
proteins in different reading frames. Application of this method to ribosome profiling data 
obtained for human cells allowed us to detect several human genes where the same genomic 
segment is translated in more than one reading frame (from different transcripts as well as from 

the same mRNA) and revealed the translation of hitherto unpredicted coding open reading 
frames.  

Reference 

1. Audrey M. Michel, Kingshuk Roy Choudhury, Andrew E. Firth, Nicholas T. Ingolia, John 

F. Atkins, Pavel V. Baranov. Observation of dually decoded regions of the human genome 
using ribosome profiling data. Genome Res. 22: 2219-2229, 2012.  
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On the integration of structural and systems biology: structure-based 

studies of protein-protein interactions on a genome-wide scale 

Qiangfeng Cliff Zhang1,2,3 *, Donald Petrey1,2,3, Lei Deng2,3,4, Andrea Califano2,3,5,6 & 
Barry Honig1,2,3 

1: Howard Hughes Medical Institute, Columbia University, New York, New York 10032, USA. 

2: Department of Biochemistry and Molecular Biophysics, Columbia University, New York, 
New York 10032, USA.  

3: Center for Computational Biology and Bioinformatics, Columbia Initiative in Systems 
Biology, Columbia University, New York, New York 10032, USA. 

4: Department of Computer Science and Technology, Tongji University, Shanghai 201804, 
China.  

5: Institute of Cancer Genetics, Columbia University, New York, New York 10032, USA.  

6: Department of Biomedical Informatics, Columbia University, New York, New York 10032, 
USA. 
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Knowledge of protein-protein interactions (PPIs) is essential to understanding cell regulatory 
mechanisms. Much of presently known PPIs derive from high-throughput techniques as well as 
from manual curations of experiments on individual systems. However, comparative studies 
suggest that these data sets contain many false interactions and are largely incomplete in that 
many interactions have not been identified. The same is true for PPIs inferred from the many 
computational tools that have been developed. Here we show that geometric relationships 
between protein structures, including both PDB structures and homology models, can be used to 
accurately predict PPIs on a genome-wide scale. Furthermore, an algorithm, PrePPI, that 
combines structural information with non-structural clues yields predictions of comparable 
quality to high-throughput experiments. Experimental tests of a number of predictions 
demonstrated that the PrePPI algorithm can identify unsuspected PPIs in biological systems of 
considerable interest. The surprising effectiveness of three-dimensional structural information 
can be attributed to the use of homology models and the exploitation of both close and remote 
geometric relationships between proteins. Our results constitute a significant paradigm shift in 
both structural and systems biology and suggest that they can be integrated to an extent that has 
not been possible in the past. 
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Recent technology has made it possible to simultaneously perform multi-platform genomic 
profiling (e.g., DNA methylation, and gene expression) of biological samples, resulting in so-
called ``multi-dimensional genomic data". Such data provide unique opportunities to study the 
coordination between regulatory mechanisms on multiple levels. However, integrative analysis 
of multi-dimensional genomics data for the discovery of combinatorial patterns is currently 

lacking. Here, we adopt a joint matrix factorization technique to address this challenge. This 
method projects multiple types of genomic data onto a common coordinate system, in which 
heterogeneous variables weighted highly in the same projected direction form a multi-
dimensional module. Genomic variables in such modules are characterized by significant 
correlations and likely functional associations. We applied this method to the DNA methylation, 

gene expression, and microRNA expression data of 385 ovarian cancer samples from the TCGA 
project. These multi-dimensional modules revealed perturbed pathways that would have been
overlooked with only a single type of data, uncovered associations between different layers of 
cellular activities, and allowed the identification of clinically distinct patient subgroups. Our 
study provides a useful protocol for uncovering hidden patterns and their biological implications 

in multi-dimensional ``omic" data.
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Solid tumors are heterogeneous tissues composed of a mixture of cancer and normal 
cells, which complicates the interpretation of their molecular profiles. Furthermore, 
tissue architecture is generally not reflected in molecular assays, rendering this rich 
information underused. To address these challenges, we developed a computational 
approach based on standard hematoxylin and eosin–stained tissue sections and 
demonstrated its power in a discovery and validation cohort of 323 and 241 breast 
tumors, respectively. To deconvolute cellular heterogeneity and detect subtle genomic 
aberrations, we introduced an algorithm based on tumor cellularity to increase the 
comparability of copy number profiles between samples. We next devised a predictor 
for survival in estrogen receptor–negative breast cancer that integrated both image-
based and gene expression analyses and significantly outperformed classifiers that use 
single data types, such as microarray expression signatures. Image processing also 
allowed us to describe and validate an independent prognostic factor based on 
quantitative analysis of spatial pat- terns between stromal cells, which are not detectable 
by molecular assays. Our quantitative, image-based method could benefit any large-
scale cancer study by refining and complementing molecular assays of tumor samples. 
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Despite the explosive growth of genomic data, functional annotation of regulatory sequences 
remains difficult. We contributed to introduce “comparative epigenomics” - interspecies 
comparison of DNA and histone modifications - as an approach for annotation of the regulatory 
genome. We assayed and compiled in human, mouse, and pig pluripotent stem cells the 
genomic distributions of cytosine methylation, H2A.Z, H3K4me1/2/3, H3K9me3, H3K27me3, 
H3K27ac, H3K36me3, transcribed RNAs, and P300, TAF1, OCT4, and NANOG binding. A 
Comparative Epigenome Browser was developed to allow the public to interact with the data 
(http://www.cepbrowser.org). We observed that epigenomic conservation was strong in both 
rapidly evolving and slowly evolving DNA sequences, but not in neutrally evolving sequences. 
We posit that the conserved colocalization of different epigenomic marks can be used to 
discover regulatory sequences. Indeed, seven pairs of epigenomic marks identified exhibited 
regulatory functions. Thus, comparative epigenomics reveals regulatory features of the genome 
that cannot be discerned from sequence comparisons alone1. 

It remains unclear what can be learned from the temporal changes of the epigenome. We 
developed a finite mixture model of HMMs to cluster genomic sequences based on the 
similarity of temporal changes of multiple epigenomic marks during a cellular differentiation 
process (open source software at http://systemsbio.ucsd.edu/GATE). We differentiated mouse 
embryonic stem (ES) cells into mesendoderm cells. At three time points during this 
differentiation process, we used high-throughput sequencing to measure 7 histone modifications 
and variants, 2 DNA modifications including 5-mC and 5-hmC, and transcribed mRNAs and 
non-coding RNAs (ncRNAs). Genomic sequences were clustered based on the spatiotemporal 
epigenomic information. These clusters not only clearly distinguished gene bodies, promoters, 
and enhancers, but also were predictive of bidirectional promoters, miRNA promoters, and 
piRNAs. Several rules on combinatorial epigenomic changes and their effects on mRNA 
expression and ncRNA expression were derived, including a simple rule governing the 
relationship between 5-hmC and gene expression levels. A Sox17 enhancer containing a 
FOXA2 binding site and a Foxa2 enhancer containing a SOX17 binding site were identified, 
suggesting a positive feedback loop between the two mesendoderm transcription factors. These 
data illustrate the power of using epigenome dynamics to investigate regulatory functions2.  
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analysis 

Ying Wang, Lin Liu, Meifang Zhu, Rajiv Mayani, James A 
Knowles, Ewa Deelman and Ting Chen 

54 

2 191 HMM for predicting single nucleotide variants from next generation 
sequencing 
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Jingjing Hao, Rui Jiang and Tao Jiang 

77 

25 193 Transposon-derived and satellite-derived repetitive sequences play 
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Dapeng Wang and Jun Yu 

80 

28 202 GRiG: A PPV-sensitive method for predicting somatic SNVs from 
cancer-normal paired sequencing data with greedy rule induction 

81 

41



algorithm 
Shaoping Ling,  Lili Dong, Lihua Cao, Caiyan Jia , Xuemei Lu  
and Chung-I Wu 

29 209 psRobot: a web-based plant small RNA meta-analysis toolbox 
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34 217 Phylogenetic analysis reveals the evolution and diversification of 
cyclins in eukaryotes 

Zhaowu Ma, Yuliang Wu, Jun Yan, Hongmei Zhang, Shuzhen 
Kuang, Mi Zhou, and An-Yuan Guo 

87 

35 218 A novel functional beta model for detecting age-related genomewide 
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methylation threshold 

Yihua Liu and Peng Qiu 

91 

39 233 FastDMR: An infinium® humanmethylation450 beadchip analyzer 
Dingming Wu, Jin Gu and Michael Q. Zhang 
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We have developed an RNA-Seq analysis workflow for single-ended Illumina reads, 

termed RseqFlow. This workflow attempts to integrate more analytical functions than the 

previous tools, and at the same time, be flexible and easy to use.

The whole framework has four running branches, which can be run simultaneously or 

individually: Branch 1, based on the merging of alignments to transcriptome and genome, the 

Quality Control, SNP Calling can be implemented; Branch 2, based on only the alignment to 

transcriptome, expression level for Gene/Exon/Splice Junction will be produced; Branch 3,

some files format conversion for easy store, backup and visualization; Branch 4, differentially 

expressed gene identification based on the output of Branch 2. The whole pipeline is applicable 

for various species with proper reference sequences and annotation files.

The pipeline offer two running modes: Mode 1, Unix running mode, targets the analysis of 

a small amount of datasets or trial. This running mode integrated all the coding with unix shell 

scripts. And all the required softwares are included in the downloaded package, which will 

installed easily. For each branch, one shell command line is implemented for the whole running. 

Mode 2, Virtual Machine running mode, targets the large amount of datasets or runnings. It 

manages the source code and whole running process with Pegasus Workflow Management 

Service. It helps workflow execute in different kinds of different environments including 

desktops, campus clusters, grids, and clouds. 

The RseqFlow is available from http://code.google.com/p/rseqflow/

and http://genomics.isi.edu/rnaseq/documents .
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The rapid development of next generation sequencing (NGS) technology provides a new 
chance for genomic exploration and research. Single nucleotide variants inferring from next 
generation sequencing is expected to reveal gene mutations in cancer. However, next generation 
sequencing has lower sequence coverage and poor single nucleotide variant (SNV) detection 
capability in the regulatory regions. Post probabilistic based methods are efficient for SNV-
detection of high coverage region or sequence data with high depth. The performance of SNV 
detection for data with low sequencing depth remains poor and needs to be improved. We 
developed a new algorithm based on a discrete hidden Markov model (HMM) to infer the 
mutation for each position on the genome. We incorporated the mapping quality of each read 
covering the position on the genome and the corresponding base quality on each reads covering 
the stated position into the emission probability of HMM. As such, the context information from 
the whole observation as well as the confidence of the observations can both be made full use 
for mutation inferring on considered genome, which gains more probability power over the 
detection methods basing only on post probability, thus is very useful for SNV-detection for 
data with low sequencing depth. Moreover, HMM was validated by two sets of lobular breast 
tumor data and tested against two sets of Myelodysplastic Syndromes data, and compared with a 
recently published SNV calling algorithm SNVMix2(Goya, R. et al., 2010). HMM improved the 
performance of SNVMix2 largely when the sequencing depth is low and also outperformed 
SNVMix2 when SNVMix2 is well trained by a large dataset. 
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Short reads alignment, as a core computational issue in HTS (High-Throughput Sequencing) 
data analysis, it is a bottle-neck in HTS data real-time clinical applications. We created a new 
alignment system (CASmap) which implemented BWT-based alignment algorithm in a 
customized desktop reconfigurable computer based on FPGA reconfigurable platform. It 
accelerated ~30X and ~2X higher than BWA (one thread) and SOAP3 in alignment in suffix 
array with the power of FPGA-based streamline optimization. Multi-threading parallelization of 
smith-waterman algorithm was implemented in multi-core host of CPU to verify the location of 
reads. CASmap achieved the high speed of ~310Gbp/day,cpu in aligning real human whole 
genome sequencing Hiseq pair-end reads (4 mismaches/read, 2×100bp) with the low power 
consumption of  ~30w/Gb and high accuracy of 99%.  CASmap, as an efficient reconfigurable 
heterogeneous computing system for short read alignment, provided a new green computing 
framework for HTS genome re-sequencing projects and a solution for real-time HTS data 
application. 
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Ribosome profiling (ribo-seq) is a recently developed technique that provides Genome Wide 
Information on Protein Synthesis (GWIPS) in vivo. It is based on the deep sequencing of 
ribosome protected mRNA fragments which allows the ribosome density along all mRNA 

transcripts present in the cell to be quantified. Since its inception, ribo-seq has been carried out 
in a number of eukaryotic and prokaryotic organisms. Due to the increasing interest in ribo-seq, 
there is a pertinent demand for a dedicated ribo-seq genome browser. Therefore we have 
developed GWIPS-viz, an online genome browser for visualizing ribosome profiling data 

(http://gwips.ucc.ie/). GWIPS-viz is based on the UCSC Genome Browser. Ribo-seq tracks 
coupled with mRNA-seq tracks are currently available for human, mouse, zebrafish, and yeast. 
Although still in early stage development, our objective is to continue incorporating ribo-seq 
datasets so that the wider community can readily visualize ribosome profiling information 

without the need to carry out computational processing. 
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Fresh water is an important natural resource necessary for the survival of all ecosystems. 

Cyanobacterial bloom in lakes is a serious environmental problem in China. Lake Taihu, the 

third largest lake in China, is a typical shallow freshwater lake located in east China, which has 

serious environmental problem caused by cyanobacterial bloom [1]. 

The SSU rRNA gene (also known as the 16S rRNA gene) is widely used in studies of 

microbial ecology as a ‘‘barcode gene’’ to quantify microbial community structure and diversity. 
New developed high-throughput next-generation sequencing (NGS) technologies can provide a 

cost-effective means of identifying the microbial phylotypes and comparing microbiomes [2,3].  

In this study, we intended to determine the composition of microbial community during the 

development, degradation and absence of cyanobacterial blooms of Taihu Lake by amplifying 

and sequencing of the V6 region of the 16S rRNA genes from the collected microbials. Totally 

81 samples were collected at 9 well-selected sampling sites through a full year (9 saperate time 

points). By using a variant of the barcoding strategy and sequencing with the Illumina GAIIx 

platform, the samples can be analyzed in unprecedented depth. The QIIME software package is 

applied to analyze the results. 

The previous studies have shown that many environmental factors such as pH, nutrient 

concentrations, temperature, and water flow covary, etc, will determine the distribution of taxa 

of microbials in freshwater systems. In order to reveal relationships between the appearance of 

bacterial groups and environmental variables from the lakes, a redundancy analysis (RDA) was 

used with the software CANOCO. We will also obtain possible determinative factors affecting 

the bacterioplankton fingerprints in the Taihu Lake, and explore relationship between the 

bacterial community composition and cyanobacterial bloom in the lake. 
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Identification of splicing regulatory elements (SREs) deserves special attention because 
these cis-acting short sequences are vital parts of splicing code. The fact that a variety of other 
biological signals cooperatively govern the splicing pattern indicates the necessity of developing 
novel tools to incorporate information from multiple sources to improve splicing factor binding 
sites prediction. Under this context, we proposed a Varying Effect Regression for Splicing 
Elements (VERSE) to discover intronic SREs in the proximity of exon junctions by integrating 
other biological features. As a result, 1562 intronic SREs were identified in 16 human tissues, 
many of which overlapped with experimentally verified binding motifs for several well-known 
splicing factors, including FOX-1, PTB, hnRNP A/B, hnRNP F/H, and so on. The discovered 
tissue, region, and conservation preferences of the putative motifs demonstrate that splice site 
selection is a complicated process that needs subtle and delicate regulation. VERSE may serve 
as a powerful tool to not only discover SREs by incorporating additional informative signals but 
also precisely quantify their varying contribution under different biological contexts. 
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Motivation: Identification of rare variants through large scale resequencing is important for 
understanding complex disease. Population studies that involve sequencing thousands of 
individual genomes for charactering rare variants are still unaffordable until now, regardless of
the drop in the price of next generation sequencing (NGS). Nevertheless group testing (GT) 
based overlapping pool design which greatly reduces sequencing pools to identify all the 
individuals helps to solve this problem.

Results: Here, taking advantage of quantitative information in sequencing results, we 
propose a random overlapping pool design algorithm that enables efficient recovery of variant 
carriers in groups of individuals with less cost. First of all, the optimal depths of coverage for
pooled sequencing are computed based on a mathematic model. Random k-set pool design is 
used with appropriate selected parameters to guarantee the efficiency. Utilizing the information 
of reads number, we design a fast heuristic probability decoding algorithm to classify variant
carriers. The results of simulation experiments with DNA preparation bias and sequencing 
errors indicate that our method performs similar or better compared with other previous 
algorithms in all aspects, including the amount of DNA libraries, data requirement and mixing 
procedure.
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In diseases or biological processes in general, genes that perform a similar cellular process 
tend to interact together. However, the identification of these groups is still a challenging 
question. 

Consequently, techniques ranging from graph-based to biological-based methods have been 
developed to tackle this problem [1]. In this work, we developed a new clustering technique 
based on the new probabilistic graphical model paradigm of Conditional Random Field (CRF)[2] 
in order cluster an interaction network taking into account both the biological and topological 
characteristics of it nodes given their RNA-Seq interaction profile. 

The expression profiles of genes in different samples were obtained from RNA-Req 
experiments, then, we used these datasets to filter-out edges in the protein interaction network 
based on their Jensen-Shannon distance between their expressions. After that, we clustered the 
network using a CRF-based model that considered three features: the density of the clusters, the 
intra-cluster GO similarity and inter-clusters GO dissimilarity. 

We applied our method on six leukemia samples, in which 3 of them are t(8,21) translocation 
positive and 3 are negative. Our method was able to group many leukemia related genes 
reported in the literature. The comparison of our results to some classical clustering methods 
showed better topological and biological performance. 
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With NGS technology entering in more and more fields of biological research and medical 
applications, the related detecting methods have been developing by taking advantages of the 
parallel detection of massive samples with high-speed and high-throughput characteristics. In 
this study, we proposed a new procedure based on NGS technology to detect and genotype 
classic STRs which is currently realized by capillary electrophoresis [1]. The new method was 
mainly divided into three steps: library preparation, repeat number detection and image analysis. 
In library preparation, magnetic beads were used to fix STRs onto separated locations in 
sequencing chip. Specific primers were modified on beads to guarantee the amplification of 
different STR fragments in a multiplex PCR system. Also, we added barcodes to distinguish 
STRs from different test samples. 

A special detection proposal was designed to realize STR genotyping on NGS instruments. 
Two sequencing primers were hybridized with STR sequence at first; therefore, synthetic 
reaction would be limited to the core area of each STR where the counts of repeats were 
reasonable. As we used a back primer to end synthetic reaction, the enzyme should not have 5’ 
exonuclease activity. During the sequencing detection, we added three natural dNTPs with a 
special modified dNTP. If the core repeat (reverse chain) was “AATG” for example, then the 
special dNTP would be dTTP or dGTP, which was single in the repeat, therefore, counting 
repeats could be simplified as counting the special nucleotide sites. For the efficiency of 
detection, we modified the special dNTP with a cleavable fluorophore and a 3’ reversible 
terminator. Synthetic reaction would automatically pause at every site to be detected, then 
excited the fluorophore and took photos. At the end of each pause, cleaved fluorophore and 
restored extension until the entire core area sequenced.  

Image results were consist of visions of fluorescence signals in every detecting cycles. Three 
types of signals were meaningful: bright spots represented the beads on which core repeats 

were still to be counted in current sequencing cycle. less bright spots meant that the STRs on 
these beads were alleles. For the shorter allele, repeat counting had already end, however, the 
longer one could still be detected. dark spots should be sorted as counting completed spots 
and invalid spots. 

This new method can greatly increase the sample numbers of STR genotyping, thus greatly 
reducing the detection cost and time. That means the new method can realize applications which 
need to detect massive samples, such as criminal database establishment and genetic identity 
information acquisition. Also, the detection principle of this new method can be adjusted and 
applied to different NGS platform, or even some third-generation sequencing platforms, like 
SMRT. 

References 

1. Katherine L, et al. Genotyping of forensic short tandem repeat (STR) systems based on sizing 
precision in a capillary electrophoresis instrument. Electrophoresis, 19:86-93, 1998 

62



RNAseqViewer: A New Software Program for RNA-seq Data Visualization 

Xavier Rogé 1, Xuegong Zhang 1,2,* 

1: MOE Key Laboratory of Bioinformatics, Bioinformatics Division and Center for Synthetic 
and Systems Biology, TNLIST / Department of Automation, Tsinghua University, Beijing 
100084, China. 

2: School of Life Sciences, Tsinghua University, Beijing 100084, China. 

*: To whom correspondence should be addressed. 

Emails: XR (xavier.roge@gmail.com); XZ (zhangxg@tsinghua.edu.cn) 

 

New advances in RNA sequencing have opened up new horizons in the field of 
transcriptomics and given access to new extensive data. The analysis of these data needs 
effective visualization tools, so as scientists can gain an insight into the data and are able to 
review the results of the computational tools. We developed a new software program, 
RNAseqViewer, to visualize the various data from the RNA-Seq analyzing process for single or 
multiple samples. By focusing on expression of genes and transcript isoforms, the program 
offers innovative ways to present the transcriptome data in a quantitative and interactive manner.  

RNAseqViewer currently supports 7 types of data: read alignments (SAM/BAM format) and 
junction reads (BED), which can be provided by RNA-Seq mappers like TopHat; transcripts 
(GTF), which can be computed by tools like Cufflinks; numeric data (Wiggle); reference 
sequences (FASTA) and annotations (RefSeq); and generic BED tracks. Different types of view 
for each data set allow the visualization of different levels of information, including heatmap-
like views for informative and yet very compact tracks, making possible to visualize dozens of 
samples simultaneously. Special attention has been given to the user interface, so that the data 
can be explored in a fast and intuitive way, and to the memory management, so that very large 
data sets can be visualized without exceeding memory limits nor affecting the fluidity of the 
user interface. 

The software is a handy tool for scientists who use RNA-Seq data to compare multiple 
transcriptomes, for example, to compare gene expression and alternative splicing of cancer 
samples or of different development stages. 

63



SWAP-Assembler: A Scalable De Bruijn Graph Based Assembler for 

Massive Genome Data 

Jintao Meng 1,2, Bingqiang Wang 2, Yanjie Wei 1,*, Shengzhong Feng 1,*, Jiefeng Cheng 
1, Pavan Balaji 3

1: Shenzhen Institutes of Advanced Technology, CAS, Shenzhen, P.R. China. 

2: Beijing Genomics Institutes Shenzhen, P.R. China. 

3: Mathematics and Computer Science Division, Argonne National Laboratory, USA 

*: Dr. Wei and Prof. Feng are corresponding authors. 

Emails: Jintao Meng (jt.meng@siat.ac.cn); Bingqiang Wang (wangbingqiang@genomics.cn); 
Shengzhong Feng (sz.feng@siat.ac.cn); Jiefeng Cheng (jf.cheng@siat.ac.cn); Pavan Balaji 
(balaji@mcs.anl.gov)

Sequencing species with large genome can produce Tara bytes data, and the de bruijn graph 
constructed from these data - in some cases having ten billions of vertices and edges - poses 
challenges to genome assembly problem. This paper presents a multi-step bi-directed graph 
(MSG) to abstract the standard genome assembly (SGA) problem. With MSG, SGA can be 
decomposed into several edge merging operations, and this operation and the multi-step semi-
extended edges are proved to be a semi-group. Afterwards a small world asynchronous parallel 
model (SWAP), which can automatically detect and make use of the locality of computation and 
communication in semi-group to maximize potential parallelism, is proposed for this type of 
computation. With MSG and SWAP, SWAP-assembler is developed, the scalability test shows 
that it can scale up to 1024 cores with improved performance, the 2008 Asian (YanHuang) 
genome can be assembled in 2 hours, which is 6 times faster than SOAPdenovo on one server 
with 32 cores, and about 24 times faster than ABySS with 1024 cores. 
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RNA-Seq technology has been used widely in transcriptome study and one of the most 
important applications is to estimate the expression level of genes and their alternative splicing 
isoforms. There have been several algorithms published to estimate the expression based on 
different models, but most of them assumed uniform distribution of sequencing reads. Recently 
Wu et. al. published an algorithm for non-uniform read distribution. It can accurately estimate 
isoform expression levels by modeling position-related sequencing biases in a nonparametric 
manner [1]. But an efficient program to implement the algorithm is still lacking. 
We developed an efficient implementation of the algorithm in the program NURD. Our program 
can correct both the global tendency of sequencing bias in the data and local sequencing bias 
specific to each gene. The correction makes the isoform expression estimation more reliable. 
NURD is a free tool to estimate the isoform expression level from RNA-Seq data. Given the 
reads mapping result and gene annotation file, NURD will output the expression estimation 
result. NURD is proved to be both effective and efficient on isoform level expression estimation 
by experiments on simulated and real RNA-Seq data. NURD is mainly implemented in C++ 
code and can be run on Unix/Linux operation system with GCC/G++ compiler. The package is 
freely available for academic use at http://bioinfo.au.tsinghua.edu.cn/software/NURD/. 
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Detection and quantification of the DNA copy number alterations (CNAs) in tumor cells is 

challenging because the DNA specimen is extracted from a mixture of tumor and normal 
stromal cells.  Estimates of tumor purity (0-100%) and ploidy (reference value of 2.0 for diploid 
genome) are necessary to correctly infer CNAs and ploidy may itself be a prognostic factor in 
cancer progression. As deep sequencing of the exome or genome has become routine for 
characterization of tumor samples, in this work we aim to develop a simple and robust algorithm 
to infer purity, ploidy and absolute copy numbers in whole numbers from sequencing data.  The 
algorithm first extracts depth of coverage from the aligned reads using VARSCAN2 [1], then 
segments the read depth data, and finally fits a regression model to the segmented data. A 

simulation study shows that the algorithm is robust against the existence of subclonal 
populations. We compared our algorithm to a well established SNP array based method called 

ABSOLUTE [2] on eleven breast cancer samples. Our method has high concordance to 
ABSOLUTE with a mean squared error of 0.01 and 0.11 for purity and ploidy respectively.  Our 
method hence may offer a simple solution to the CNA quantification for cancer sequencing 
projects.
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Exome sequencing (Exome Seq) has become a promising approach to identify disease 
related genetic variations. Pinpointing the small subset of pathogenic mutations amongst the 
thousands or millions of variants generated in an Exome Seq experiment remains a conceptual 
and computational challenge. One common approach is to use relational database systems to 
conveniently organize and query variant data for prioritization. However, traditional database 
systems often perform poorly when applied to such “Big Data”. Recently, a number of high-
performance database systems have been developed specifically to enable analysis of extremely 
large data sets. Here we describe applying one such system, namely Vertica, to prioritize disease 
variants. Our approach leverages Vertica’s high performance capabilities to efficiently model, 
store, and query a comprehensive landscape of information including variant calls, variant 
quality metrics, predicted functional consequences, allele frequencies, disease prior knowledge, 
inheritance patterns, and clinical phenotypes. This framework enabled the convenient and 
efficient identification of candidate disease variants, with significant improvements over 
traditional databases. To our knowledge, this is the first demonstration that high-performance 
databases such as Vertica provide an efficient solution to prioritize variants from exome 
sequencing. 
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The BLAST software package for sequence alignment is one of the most fundamental and 
widely used bioinformatics tools [1] [2]. Given the large population of BLAST users, any 
improvement in the execution speed of BLAST will bring significant benefits to the 
bioinformatics community. Some research groups have used GPUs to accelerate the speed of 
BLAST. E.g., GPU-BLAST uses GPUs to accelerate BLASTP, and it achieves 3 to 4 times of 
speedup over single-thread CPU based NCBI-BLASTP [3]. GPUs have also been successfully 
used to accelerate other sequence alignment tools, e.g., [4]. 

In this poster, we show our design, implementation, optimization, and experimental results 
of GPU-BLASTN, a GPU-accelerated version of the widely used NCBI-BLASTN. To the best 
of our knowledge, this is the first work that provides a complete solution for accelerating 
BLASTN by GPUs. GPU-BLASTN can obtain identical results as NCBI-BLASTN, and its 
speed on a contemporary Nvidia GTX680 GPU card is about 10 to 20 times faster than the 
speed of single-thread NCBI-BLASTN running on Xeon E5620.  

We evaluate GPU-BLASTN by running sequence search experiments against human build 
36 and mouse build 36 genome databases that have been masked with WindowMasker. We use 
six sets of query sequences with different lengths ranging from hundreds to hundreds of 
thousands. We compare the results and running time of GPU-BLASTN with those of NCBI-
BLASTN on both single-thread CPU and multi-thread CPU.  

The GPU-BLASTN will be open source and freely available to the bioinformatics 
community. 
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To analyze pyrosequenced amplicon data in metagenomics, we need to filter or denoise the 
sequencing data before estimating the diversity appearing in a given sample. Raw sequenced 
data often contain problematic sequences, which may lead to overestimation [1]. To avoid that, 
there exist computational tools for preprocessing (i.e., filtering or denoising) pyrosequenced 
data. Most of these tools utilize nucleotide sequence data, whereas some techniques rely on flow 
data. In preprocessing, removing erroneous reads and filtering out duplicates can affect the
diversity estimation. In addition to preprocessing, the procedure used to identify operational 
taxonomic units (OTUs) may also bias the estimation, but here we only consider the effect of 
preprocessing. We compare existing preprocessing approaches [2,3,4] and examine their 
effectiveness in terms of accuracy and efficiency.
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For complex microbial communities, the analysis of information-rich, whole-community 
shotgun sequencing datasets is often limited by the fragmentary nature of the assembly. While 
recent work has shown that near-complete genomes can be assembled from metagenomic data, a 
robust and fully-automated framework to consistently do so has yet to be established. 

 

In this work, we show that the problem of metagenomic assembly can be accurately and 
automatically reduced to the single genome assembly problem by systematically exploiting 
genome coverage and assembly information. To do this, we introduce a model-based clustering 
approach called Sigma that finds an optimal solution based on the Bayesian Information 
Criterion (BIC).  

 

We combined this method with an optimal single-genome scaffolder (Opera) to show that 
near-complete genomes can be automatically and accurately reconstructed even from shotgun 
sequencing of complex microbial communities. Comparisons on in silico and real datasets 
confirmed that our approach (OperaMS) consistently outperforms state-of-the-art single genome 
(Velvet, SOAPdenovo) and metagenomic (MetaVelvet, Bambus2) assembly tools on assembly 
contiguity and correctness statistics.  
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Tandem mass spectrometry-based database searching is currently the principal method for 
protein identification in shotgun proteomics. The explosive growth of protein and peptide 
databases due to genome translations, enzymatic digestions, and post-translational modifications 
(PTMs), is making computational efficiency in database searching a serious challenge. Profile 
analysis shows that most search engines spend 50%-90% of their total time on the scoring 
module, and that the spectrum dot product (SDP) based scoring module is the most widely used. 
As a general purpose and high performance parallel hardware, graphics processing units (GPUs) 
are promising platforms for speeding up many bioinformatics tools [1] [2].  

In this poster, we show our design and implementation of a parallel SDP-based scoring 
module on GPUs that exploits the efficient use of GPU registers and shared memory. Compared 
with the CPU-based version, we achieved a 30 to 60 times speedup using a single GPU. We also 
implemented our algorithm on a GPU cluster and achieved an approximately linear speedup. 

Our GPU-based SDP algorithm can significantly improve the speed of the scoring module in 
mass spectrometry-based protein identification. The algorithm can be easily implemented in 
many database search engines such as X!Tandem, SEQUEST, and pFind.  

More details about this work can be found in [3]. A software tool implementing this 
algorithm is freely available at [4]. 
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RNA-Seq is a recent technology to identify and quantify transcriptomes through high-
throughput sequencing. Transcript reconstruction and abundance estimation are important steps 

in RNA-Seq data analysis, and current approaches are limited. For example, current approaches 

for transcript abundance estimation require aligning RNA-Seq reads to a reference genome. And 

some approaches may be computationally inefficient for genes with a large number of exons, as 
they enumerate many possible isoforms for these genes. Some approaches may also fail to 

discover certain isoforms whose start or end sites are contained within other isoforms. Here, we 

propose a Bayesian statistical method for de novo transcript reconstruction and abundance 
estimation in eukaryotic RNA-Seq data analysis. Our method uses a Markov chain Monte Carlo 

method to sample the posterior probability. An advantage of our method is that it can discover 

isoforms whose start or end sites are contained within other isoforms. And instead of enumerating 

a gene’s set of possible isoforms, we initially start with a small set of possible isoforms and make 
modifications to this set in Markov chain Monte Carlo iterations. A tool implementing our method 

is currently in development, and is available at https://github.com/tianyang-li/de-novo-rna-seq-

quant-1. 
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Read alignment and assembly are computationally expensive steps in the processing of NGS 
reads. Existing read alignment programs use prefix-tree algorithms and hash-table algorithms.  

We present a new approach to read alignment which uses random permutations of strings. 
This randomized approach is flexible, accurate and fast. We present experimental results to 
demonstrate that random-permutations-based algorithms can successfully align significantly 
more reads than comparable programs in significantly shorter run times. 

We demonstrate the flexibility of permutations-based algorithms by extending them to other 
applications, such as assembly. 

We also describe “homopolymer-length-filters,” a separate method of read processing which 
allows random-permutations-based algorithms to also process 454/IonTorrent reads rapidly and 
accurately. 
 
 
Our paper “A Random-Permutations-Based Approach to Fast Read Alignment” will be 
presented at RECOMB-seq. 
Technical reports and more information:  http://alignment.commons.yale.edu. 
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Various methods have been developed for calling single nucleotide polymorphisms (SNPs) from next-

generation sequencing (NGS) data. However, for satisfactory performance, most of these methods require 

expensive high-depth sequencing. Here, we propose a fast and accurate SNP detection (FaSD) program 

that uses a binomial distribution based algorithm and a mutation probability. We extensively assess this 

program on normal and cancer NGS data from The Cancer Genome Atlas project and pooled data from 

the 1000 Genomes Project. We also compare the performance of several state-of-the-art programs for 

SNP calling and evaluate their pros and cons. We demonstrate that FaSD is a fast and highly accurate 

SNP detection method, particularly when the sequence depth is low. FaSD can finish SNP calling within 

four hours for ten-fold human genome NGS data (30 gigabases) on a standard desktop computer. 
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DNA modifications such as methylation and DNA damage can play critical regulatory 
roles in biological systems. Single molecule, real time (SMRT) sequencing technology 
generates DNA sequences as well as DNA polymerase kinetic information that can be used for 
the direct detection of DNA modifications. We demonstrate that local sequence context has a 
strong impact on DNA polymerase kinetics in the neighborhood of the incorporation site during 
the DNA synthesis reaction, allowing for the possibility of estimating the expected kinetic rate 
of the enzyme at the incorporation site using kinetic rate information collected from existing 
SMRT sequencing data (historical data) covering the same local sequence contexts of interest.  

We develop an Empirical Bayesian hierarchical model for incorporating historical data. 
Our results show that the model could greatly increase DNA modifications detection accuracy, 
and reduce requirement of control data coverage [1]. For some DNA modifications that have a 
strong signal, a control sample is even not needed by using historical data as alternative to 
control. Thus, sequencing cost can be greatly reduced by using the model. We implemented the 
model in an R package named seqPatch, which is available at 
https://github.com/zhixingfeng/seqPatch. 
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Abstract: Transcriptome sequencing (RNA-Seq) has becoming a key technology in the field 

of transcriptomics for quantifying gene expression, detecting novel transcripts, analysing RNA 

functions, etc. For organisms with reference genomes, mapping RNA-Seq reads to the genomic 

sequences is typically the first step to process RNA-Seq data. In the last few years, many 

algorithms and tools for mapping RNA-Seq reads have been developed. Since the objectives 

and constraints of these methods are usually different, their performance varies. How to choose 

the most appropriate mapping tools to analyze a specific RNA-Seq dataset so some particular 

performance expectations can be met is an important question that bioinformaticians need to 

address. Here, we provide a systematic experimental evaluation of some state-of-the-art RNA-

Seq mapping tools by studying their accuracy in read alignment and junction detection on 

simulated RNA-Seq data with different sequencing depths, read lengths and rates of 

substitutions, indels and sequencing error. In addition, the time efficiency and memory usages 

of the tools are also investigated. We are also interested in the impact of paired-end reads on the 

performance of the tools and the question of to what degree the tools are able to take advantage 

of parallel computation. Some real data tests will be used to confirm the simulation results. We 

hope that our study will provide information useful for choosing suitable mapping tools in 

RNA-Seq data analysis.  
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Repetitive sequences (RSs) are redundant, complex at times, and often lineage-specific, representing 
significant “building” materials for genes and genomes. According to their origins, sequence 
characteristics, and ways of propagation, repetitive sequences are divided into transposable elements (TEs) 
and satellite sequences (SSs) as well as related subfamilies and subgroups hierarchically. The combined 
changes attributable to the repetitive sequences alter gene and genome architectures, such as the 
expansion of exonic, intronic, and intergenic sequences, and most of them propagate in a seemingly 
random fashion and contribute very significantly to the entire mutation spectrum of mammalian genomes. 
Our analysis is focused on evolutional features of TEs and SSs in the intronic sequence of twelve selected 
mammalian genomes. We divided them into four groups—primates, large mammals, rodents, and primary 
mammals—and used four non-mammalian vertebrate species as the out-group. After classifying intron 
size variation in an intron-centric way based on RS-dominance (TE-dominant or SS-dominant intron 
expansions), we observed several distinct profiles in intron length and positioning in different vertebrate 
lineages, such as retrotransposon-dominance in mammals and DNA transposon-dominance in the lower 
vertebrates, amphibians and fishes. The RS patterns of mouse and rat genes are most striking, which are 
not only distinct from those of other mammals but also different from that of the third rodent species 
analyzed in this study—guinea pig. Looking into the biological functions of relevant genes, we observed 
a two-dimensional divergence; in particular, genes that possess SS-dominant and/or RS-free introns are 
enriched in tissue-specific development and transcription regulation in all mammalian lineages. In 
addition, we found that the tendency of transposons in increasing intron size is much stronger than that of 

satellites, and the combined effect of both RSs is greater than either one of them alone in a simple 
arithmetic sum among the mammals and the opposite is found among the four non-mammalian 
vertebrates. TE- and SS-derived RSs represent major mutational forces shaping the size and composition 
of vertebrate genes and genomes, and through natural selection they either fine-tune or facilitate changes 
in size expansion, position variation, and duplication, and thus in functions and evolutionary paths for 
better survival and fitness. When analyzed globally, not only are such changes significantly diversified 
but also comprehensible in lineages and biological implications. 
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Animal genes of different lineages, such as vertebrates and arthropods, are well-organized and blended 

into dynamic chromosomal structures that represent a primary regulatory mechanism for body 

development and cellular differentiation. The majority of genes in a genome are actually clustered, 

which are evolutionarily stable to different extents and biologically meaningful when evaluated among 

genomes within and across lineages. Here, we provide a user-friendly database—LCGbase (a 

comprehensive database for lineage-based co-regulated genes)—hosting information on evolutionary 

dynamics of gene clustering and ordering within animal kingdoms in two different lineages: vertebrates 

and arthropods. Compared to other gene annotation databases with similar purposes, our database has 

three comprehensible advantages. First, our database is inclusive, including all high-quality genome 

assemblies of vertebrates and representative arthropod species. Second, it is human-centric since we 

map all gene clusters from other genomes in an order of lineage-ranks (such as primates, mammals, 

warm-blooded, and reptiles) onto human genome and start the database from well-defined gene pairs (a 

minimal cluster where the two adjacent genes are  oriented as co-directional, convergent, and 

divergent pairs) to large gene clusters. Furthermore, users can search for any adjacent genes and their 

detailed annotations. Third, the database provides flexible parameter definitions, such as the distance of 

transcription start sites between two adjacent genes, which is extendable to genes that flanking the 

cluster across species. We also provide useful tools for sequence alignment, gene ontology (GO) 

annotation, promoter identification, gene expression (co-expression), and evolutionary analysis. This 

database not only provides a way to define lineage-specific and species-specific gene clusters but also 

facilitates future studies on gene co-regulation, epigenetic control of gene expression (DNA 

methylation and histone marks), and chromosomal structures in a context of gene clusters and species 

evolution. LCGbase is freely available at http://lcgbase.big.ac.cn/LCGbase. 
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We previously have studied the insertion and deletion polymorphism by sequencing no more than one 

hundred introns in a mixed human population and found that the minimal introns tended to maintain 

length at an optimal size. Here we analyzed re-sequenced 179 individual genomes (from African, 

European, and Asian populations) from the data released by the 1000 Genome Project to study the size 

dynamics of minimal introns. We not only confirmed that minimal introns in human populations are 

selected but also found two major effects in minimal intron evolution: (i) Size-effect: minimal introns 

longer than an optimal size (87 nt) tend to have a higher ratio of deletion to insertion than those that are 

shorter than the optimal size; (ii) GC-effect: minimal introns with lower GC content tend to be more 

frequently deleted than those with higher GC content. The GC-effect results in a higher GC content in 

minimal introns than their flanking exons as opposed to larger introns (>=125 nt) that always have a 

lower GC content than that of their flanking exons. We also observed that the two effects are 

distinguishable but not completely separable within and between populations. We validated the unique 

mutation dynamics of minimal introns in keeping their near-optimal size and GC content, and our 

observations suggest potentially important functions of human minimal introns in transcript processing 

and gene regulation. 
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Predicting somatic SNVs from cancer-normal paired sequencing is a key computational issue 
in high-throughput sequencing-driven cancer genomics. Classic methods based on statistical 
inference (SI) have been developed and become standard pipeline in human variation detection. 
However, they can not provide enough high positive prediction value (PPV) for further 
experimental validation and function analysis. We presented a Greedy Rule Induction alGorithm 
(GRiG) for predicting somatic SNVs in cancer-normal paired sequencing data, which integrates 
feature selection and rule inference into a machine learning frame work. We evaluated the 
performance of GRiG on public datasets which consist of two candidate somatic SNVs datasets 
from 48 breast exome capture sequencing (ECS) datasets and 4 whole genome sequencing 
(WGS) datasets for training and testing respectively. GRiG always achieved the better 
performance in ECS training dataset with 10x cross-validation and WGS testing dataset than 
both Samtools and GATK and presented comparable performance with four statistical learning 
algorithms including random forest, Bayesian additive regression tree, support vector machine 
and logistic regression in ECS training dataset with 10x cross-validation and WGS testing 
dataset. Especially, it always achieved better PPV than these four classifiers.
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Small RNAs (smRNAs) in plants, mainly microRNAs and small interfering RNAs, play 

important roles in both transcriptional and post-transcriptional gene regulation. The broad 
application of high-throughput sequencing technology has made routinely generation of bulk 
smRNA sequences in laboratories possible, thus has significantly increased the need for batch 
analysis tools. PsRobot is a web-based easy-to-use tool dedicated to the identification of 

smRNAs with stem-loop shaped precursors (such as microRNAs and short hairpin RNAs) and 
their target genes/transcripts. It performs fast analysis to identify smRNAs with stem-loop 
shaped precursors among batch input data and predicts their targets using a modified Smith–
Waterman algorithm. PsRobot integrates the expression data of smRNAs in major plant smRNA 
biogenesis gene mutants and smRNA-associated protein complexes to give clues to the smRNA 
generation and functional processes. Besides improved specificity, the reliability of smRNA 

target prediction results can also be evaluated by mRNA cleavage (degradome) data. The cross 
species conservation statuses and the multiplicity of smRNA target sites are also provided. 
PsRobot is freely accessible at http://omicslab.genetics.ac.cn/psRobot/.
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Histones, especially their N-terminal tails, are subject to a large number of post-translational 
modifications. In the last few years, thanks to high-throughput experimental methods, 
particularly CHIP-chip and CHIP-Seq, remarkable progress has been made in the 
characterization of histone modifications. The link between histone modifications and 
transcription has been particularly intensively studied. It has been found ([1], [2]) that some 
individual modifications can be associated with transcriptional activation or repression. For 
instance, H3K4me3 is enriched in promoters and H3K36me3 in transcribed regions of active 
genes. Furthermore, it has been shown, based on genome-wide CHIP-Seq data for 38 histone 
modifications and one histone variant from human CD4+T-cells, that histone modification 
levels are predictive of gene expression levels [3]. We analyze the same dataset, but addressing 
different problem: prediction of functional DNA elements, such as promoters, exons and introns 
from histone modifications. We compare classifiers based on Bayesian networks and random 
forests. In the first case, we consider a bipartite Bayesian Network between classification 
attributes (histone modifications) and predicted classes (binary indicators of functional 
elements). BNFinder software ([4]) provides the optimal topology of the network, performing 
feature selection simultaneously.  Additionally, we analyze impact of preprocessing on 
classification quality. Our results indicate that it is possible to accurately predict major 
functional annotations in their active state, while inactive elements seem to be difficult to 
distinguish from intergenic regions. While random forest classifiers provide overall better 
accuracy, the Bayesian models are more useful in selecting the few most informative 
modifications. 
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Enhancers are key functional DNA elements leading to diverse gene activity patterns in 
higher eukaryotes. With recent expansion of high-throughput experimental approaches for 
enhancer identification, we are quickly gaining knowledge of enhancer location in many model 
organisms. However, predicting which of the mapped enhancers are going to be active in a 
given cellular context is often a more complex problem. Chromatin modifications have been 
shown to be an indicator of gene activity, and recently we have also learned that they are 
predictive of enhancer activity [1]. Although such methods already provide significant results, 
the prediction quality could potentially be improved by adding information about the enhancer 
sequence features.  

Our study aims to accurately predict enhancer activity based on both chromatin 
modifications and sequence motifs for multiple transcription factors. In order to be able to better 
select important features, we have applied similar analysis of chromatin modifications to an 
enlarged dataset, yielding models providing more accurate results. We describe how the 
sequence features are understood as computed TRAP score [2] for the sample sequence and 
given motifs from the JASPAR database [3], as well as motifs related to the transcriptor factors 
involved in development of the studied tissue. In addition to more accurate predictions, our idea 
leads to identification of new patterns among sequence motifs that bring essential information 
tissue specific activity. In terms of classification methods, we discuss results obtained from 
different classiffiers, including Bayesian Networks [4] and Random Forest [5]. 
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Human meiotic homologous recombination plays important roles in generating genetic 
diversity and repairing of double strands breaks. Recently, the hotspot regions of human meiosis 
recombination have been mapped in fine-scale. To systemically analyze the consequences of 
meiotic recombination and its relationship with human diseases, we first defined meiotic 
recombination hotspot intersected protein-coding genes as HI genes. Though comparative 
analysis of HI genes using various pre-defined datasets associated with evolution and disease,
we provided interesting and robust results about the double sides of meiotic recombination. First, 
HI genes as overlapped with meiotic recombination hotspots are evolving. They are prone to 
locate in membrane and extracellular regions and play role in cell to cell communication. HI 
genes are important for the evolution of multicellular organisms. As brain and blood specific 
genes are enriched in HI genes, it indicates that they may be involved in the evolution of human 
intelligence and the immune system. However, Mendelian heritable disease and cancer 
associated genes are also enriched in HI genes. We find that HI genes are mostly correlated with 
chromosomal rearrangement associated disease genes. It indicates the disease susceptibility of 
hotspot regions and by-product of meiotic recombination. We further listed repeat elements that 
enriched both in hotspots and chromosomal rearrangement associated disease genes. Our study 
will enable us to better understand the evolutionary and biological significance of human 
meiotic recombination.
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Cyclins are a family of diverse proteins that play fundamental roles in regulating cell cycle

progression in Eukaryotes. Cyclins have been identified from protists to higher Eukaryotes,
while its evolution remains vague and the findings turn out controversial. Current classification
of cyclins is mainly based on their functions, which may not be appropriate for the systematic
evolutionary analysis. In this work, we performed comparative and phylogenetic analysis of

cyclins to investigate their classification, origin and evolution. Cyclins originated in early
Eukaryotes and evolved from protists to plants, fungi and animals. Based on the phylogenetic
tree, cyclins can be divided into three major groups designated as the group I, II and III with
different functions and features. Group I plays key roles in cell cycle, group II varied in actions

are kingdom (plant, fungi and animal) specific, and group III functions in transcription
regulation. Our results showed that the dominating cyclins (group I) diverged from protists to
plants, fungi and animals, while divergence of the other cyclins (groups II and III) has occurred
in protists. We also discussed the evolutionary relationships between cyclins and cyclin-

dependent kinases (CDKs) and found that the cyclins have undergone divergence in protists
before the divergence of animal CDKs. This reclassification and evolutionary analysis of
cyclins might facilitate understanding eukaryotic cell cycle control.
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DNA methylation (mDNA) has been shown to play an important role in many complex 
diseases. The rapid development of genome-wide mDNA scan provides great opportunities for 
genomewide mDNA-disease association studies. The DNA methylation is a dynamic process 
involving time, and it is quite evident that age contributes to its variation to a large extend. 
Therefore, in analyzing the genomewide DNA methylation data, it is most relevant to identify 
the age-related mDNA marks. This helps better understand the underlying biological 
mechanism and facilitate the early diagnosis and prognosis analysis of complex diseases. We 
develop a novel functional beta model for analyzing mDNA data and detecting age-related 
mDNA marks on the whole genome by naturally taken into account sampling scheme and 
accommodating flexible data dynamics. 

We focus on mDNA data obtained through the widely used bisulfite conversion technique 
which measures the level as a beta value between 0 and 1. A novel beta model is proposed to 
relate the mDNA level to the age. Adjusting for certain confounders, the functional age effect is 
left completely unspecified, yielding great flexibility and allowing extra data dynamics. An 
efficient iterative algorithm is developed for estimating the unknown parameters and function 
while a test procedure is used to detect age-related mDNA marks. Illustrate with a simulation 
study and three real data applications, the proposed method exhibits superior performance to 
existing methods.  
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Synonymous mutations are mutations that do not change the encoded amino acids. It is generally  

assumed synonymous mutations are evolutionary neutral and they have no effects on phenotype. 

However, recent studies have revealed synonymous mutations are not totally silent in many cases, 

and some synonymous mutations are related to human diseases. Here we introduced a database of 

human disease and trait related synonymous mutations. We complied the dataset by integrating 

SNPs from several sources, including disease related synonymous SNPs identified in genome wide 

associated studies (GWAS), clinical related synonymous SNPs deposited in Clinical Variation 

Database (ClinVar), some additional synonymous SNPs in publications, etc. We collected 4,962 

synonymous SNPs that are potentially related to human disease or trait in the database. For each 

SNP, we computed its effects on gene translation efficiency, local RNA secondary structure, RNA 

splicing, codon usage bias, etc. These measures may have implications in understanding the 

mechanisms that synonymous mutations cause human diseases. The development of this database 

will help us annotate functional synonymous SNPs in personal genome sequencing and medical 

genome sequencing. 
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The flow cytometry technology is able to interrogate protein expressions at the single-cell 
level. A typical flow cytometry experiment on one biological sample provides measurements of 
several protein markers on or inside hundreds of thousands of individual cells in the sample. 
Such data contains information about the cellular heterogeneity underlying the sample, which is 
of great biological interests. Analysis of such data often aims to identify subpopulations of cells 
with distinct phenotypes, which is essentially a clustering problem. Despite increasing interests 
and technological advances, approaches for analyzing such data remain inadequate. Currently, 
the most widely-used approach is manual gating, a subjective and labor-intensive process on a 
user-defined sequence of nested biaxial plots. Efforts have been made to automate gating by 
clustering algorithms. That approach is challenging, because cell counts of different 
subpopulations are typically quite unbalanced. Here, we propose an alternative strategy. Our 
goal is to provide novel visualizations to improve the manual analysis, rather than automating it. 
The basic idea is to view a flow cytometry dataset as a high-dimensional point cloud of cells, 
extract its skeleton, and unfold the skeleton to obtain a 2D visualization, just like unfolding an 
origami back to a piece of paper. After that, manual gating can be conveniently performed on 
one visualization, rather than a sequence of nested 2D plots.
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DNA methylation plays an important role in many biological processes by regulating gene 
expression. Methylation is often described as a binary on-off signal. However, it is typically 
measured by a beta value derived from either microarray or sequencing technologies, which can 
take continuous values in [0, 1]. If we believe methylation is binary, a threshold for the beta 
values should be determined to interpret methylation data. The question we want to ask here is 
whether or not the appropriate threshold is the same for different genes. Since it is commonly 
accepted that methylation is associated with silencing of gene expression, we integrate 
methylation and gene expression data to address the question. The basic idea is: for a 
methylation controlled gene and its appropriate threshold, its expression should always be low 
when beta exceeds the threshold, whereas the expression can be either high or low when beta is 
smaller than the threshold. We used the methylation and gene expression data from The Cancer 
Genome Atlas (TCGA) project, which contain 997 samples across 7 cancer types. We applied 
conditional mutual information to examine each gene separately, and identified 798 genes 
whose expressions are repressed by their methylation. For those methylation controlled genes, 
we noticed that the appropriate thresholds to binarize their methylation beta values are highly 
gene-specific.
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DNA methylation is vital for many essential biological processes and human diseases. 
Illumina Infinium® HumanMethylation450 BeadChip is a recently developed platform studying 
genome-wide DNA methylation status on more than 480,000 CpG sites and a few CHG sites 
with high data quality. FastDMR is an analyzer for this chip, which can identify significantly 
differentially methylated probes, differentially methylated regions (DMRs) in predefined 
regions, and arbitrary DMRs for both case-control and multigroup studies. Functions other than 
single probe analysis provide highly interesting result. FastDMR is implemented in C++ and 
supports multithread computing which makes it very fast and thus suitable for large sample size. 
FastDMR is freely available at http://fastdmr.sourceforge.net/ and follows the GNU general 
public license for noncommercial use. 
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Chromosomes organize into higher-order structure to function. For example, many 
enhancers regulate their target genes via a long distance interaction. High-throughput 
experiments like ChIA-PET have been developed to map cell-type specific interactions between 
regulatory elements. In this study, we integrated multiple types and sources of data, to reveal the 
general patterns embedded in the ChIA-PET data. We found characteristic distance features 
among long-range interactions related with promoter-promoter, enhancer-enhancer and 
insulator-insulator interactions. Our hypothesis is that, although a protein may have many 
binding sites along the genome, those sites that could share certain open chromatin structure and 
thus be capable to accommodate relatively larger protein complex containing specific regulatory 
co-factors and “bridging” partners, should be more likely to associate with long-range 
interactions. This was at least validated in estrogen receptor alpha (ER) ChIA-PET data. An 
efficient classifier was provided to help predict ER associated long-range interactions based on 
ChIP-seq data, to link distal ER-bound enhancers to its target genes. We further applied the 
classifier to denovo predict thousands of interactions, which was absence in the original 
ChIA-PET experiments but validated by other experimental data sources. Our work provides an 
overview of long-range interactions and make up for ChIA-PET experiments, thus point out a 
way to better understand regulation mechanism and chromosome structures. 
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Noncoding RNA as functional genomic elements, played important roles in gene 

expression and epigenetic regulation in various species. Known ncRNAs could be 

separate into two groups, one group includes several specific types of shorter ncRNAs, 

such as miRNA, tRNA, snRNA, snoRNA, etc. which we named canonical ncRNAs, the 

other group includes only ncRNAs longer than 200nt, which we called lncRNA (long 

ncRNA). Use the same shuffling method in our previous incRNA method, we build 

machine learning models to predict two types ncRNAs on whole genome in stead of 

conserved regions. The updated incRNA was integrating many types of data in all three 

organisms, they are expression data by RNA-seq, histone modification data such as 

H3K4me3, H3K36me3 etc and some TF binding data. All of these data were from 

ENCODE/modENCODE. We find AUC values for D. melanogaster , C. elegans and 

human are all as high as 0.97~0.99 either use canonical ncRNAs or lncRNAs as training 

set, which prove we could separate known ncRNAs with coding regions or negative 

control sequences. To further validate the predictions, we carried out RT-PCR 

experiment in both fly embryos as well as various human tissues, most of the candidates 

were expressed in at least one condition, which proved our predictions are confident. 
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Epistasis or gene-gene interaction has gained increasing attention in studies of complex diseases. 
Its presence as an ubiquitous component of genetic architecture of common human diseases has 
been contemplated. However, the detection of gene-gene interaction is difficult due to 
combinatorial explosion.  We present a novel feature selection method incorporating variable 
interaction. Three gene expression datasets are analyzed to illustrate our method, although it can 
also be applied to other types of high-dimensional data. The quality of variables selected is 
evaluated in two ways: first by classification error rates, then by functional relevance assessed 
using biological knowledge. We show that the classification error rates can be significantly 
reduced by considering interactions. Secondly, a sizable portion of genes identified by our method 
for breast cancer metastasis overlaps with those reported in breast cancer database as disease 
associated and some of them have interesting biological implication. In summary, interaction-
based methods may lead to substantial gain in biological insights as well as more accurate 
prediction.  
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Piwi-interacting RNA (piRNA) is a class of small non-coding RNA expressed in germ cells, 
which can silence transposon at post-transcriptional level. Prediction of piRNA is still a difficult 
task. Nowadays, only two algorithms, by comparing the genomic piRNA clusters with piRNA 
sequences (Betel et al., 2007) and piRNApredictor (Zhang et al., 2011), have been reported. 
With rapid development of next generation sequencing technique, lost of small RNA libraries 
have been sequenced, which should contain both miRNA and piRNA. However, only miRNA 
genes were mined from the small RNA library data. Here, we developed a new algorithm named 
as piSVM to predict piRNA. We matched all known piRNAs of Drosophila melanogaster with 
transposons. The numbers of mismatch were statistically analyzed. To develop a new algorithm, 
we first matched the small RNA sequences with transposons. The maximum of mismatches was 
set to seven accordingly. Next, we created pseudo-piRNAs from the exons of mRNAs. We 
collected 784 true piRNAs and 800 pseudo-piRNA as the training datasets. The 11-dimension 
features of K-mer strings, the first base and specific heat were analyzed by RNAheat (Vienna 
RNA Package).  These features were used training with libSVM. Then, the trained classifiers 
were examined with testing dataset containing 196 true piRNAs and 200 pseudo-piRNAs. The 
results indicated that the accuracy was 95% and the sensitivity was 96%. 
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Abstract 
 
Trans-acting siRNAs (ta-siRNAs) are a new class of endogenous RNAs that can repress gene 

expression through a miRNA-like manner. It was suggested that ta-siRNAs are generated from 

non-coding transcripts through Argonaute mediated miRNA guided cleavage in plants; and the 

resulting RNA fragment is further processed by dicer-like enzyme 4 to produce a phased array 

of 21-nt siRNAs starting at the miRNA cleavage site. We suspect a similar miRNA related gene 

regulation mechanism in animals. Here we report the prediction of ta-siRNA-like sequences in 

human cDNA by computational simulation of ta-siRNA generating process. Human brain 

sRNAs and human brain degradome data were applied for refine the predictions. Blast, 

RNAhybrid and bowtie were used to predict the RNA targets. The result shows many new 

sRNAs from human brain that satisfy the characteristics of ta-siRNAs found in plants, implying 

that this new small RNAs are likely involved in animals and thus worthwhile for further 

experimental study. 

 

(This work is supported by the National Science Foundation of China No.J1103512) 
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Mammalian genomes encode thousands of long noncoding RNAs (lncRNAs). Except for a 
few dozen lncRNAs with characterized regulatory roles in cell fate and differentiation decisions, 
the functions of the vast majority of lncRNAs remain unknown 

To generate a comprehensive collection of lncRNAs expressed during in vivo erythropoiesis, 
we employed RNA-Seq profiling of primary mouse fetal liver erythroid progenitors and 
differentiating erythroblasts.  We mapped 462 million 100bp strand-specific paired-end reads to 
the mouse genome using tophat and assembled transcripts with cufflinks. To retain only reliable 
transcript models, we applied a read coverage threshold and required transcripts to be 
multiexonic and >200bp long. To identify high-confidence lncRNAs from this set, we 
considered only transcripts with no sense overlap with annotated mRNA exons and removed 
transcripts with high coding potential. 

Our erythroid differentiation transcriptome included 655 lncRNA genes. These lncRNAs 
generally showed greater differentiation-stage specificity than mRNAs in erythroid cells. 
Knockdown of ten of these lncRNAs revealed their important roles in erythrocyte maturation. 
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Long non-coding RNAs (lncRNAs) have emerged as important regulatory components in 
major cellular processes in eukaryotes. Here, we developed a stringent selection pipeline for 
lncRNA identification, combining high-throughput RNA sequencing and computational 
approaches. Using this pipeline, we annotated 1,353 lncRNAs in Arabidopsis thaliana. Of these, 
390 lncRNAs are predominantly polyadenylated and 316 lncRNAs are enriched in the nucleus. 
Compared to protein-coding genes, lncRNAs have shorter length, fewer exons, lower expression, 
and lower conservation. The expression of many lncRNAs is developmentally regulated. RNA 
immunoprecipitation analyses revealed that about one fifth of the lncRNAs are associated with 
Polycomb repressive complex 2 (PRC2). Some PRC2-associated lncRNAs can repress the 
expression of their neighboring genes through mediating histone H3 lysine 27 trimethylation. 
Our catalog of lncRNAs reveals the general properties of lncRNAs in Arabidopsis and paves the 
way for further functional characterization of these lncRNAs.  
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Detecting associations between human genetic variants and their phenotypic effects is a 

significant problem in understanding the genetic bases of diseases. We focus  on a typical type 
of genetic  variants called nonsynonymous single nucleotide polymorphisms (nsSNPs), which 
occur may potentially altering structures of proteins, and thereby affecting functions of proteins, 
and further causing human diseases. Different from some existing methods that formulate the 

identification of disease-associated nsSNPs as a binary classification problem and give no 
information about what specific disease the nsSNP is associated with, we formulate the 
identification of nsSNPs that may be associated with a specific disease from a set of candidate 
nsSNPs as a prioritization problem. We adopt an approach for predicting novel associations 

between nsSNPs and diseases that can operate on both diseases with known seed nsSNPs and on 
novel diseases with no indication information. Specifically, we adopt an adjusted Fisher’s 
method to combine p-values calculated by six popular deleterious prediction scores (SIFT, 
PolyPhen2, LRT, MutationTaster, GERP and PhyloP), and tailor it to estimate the probability of 

a nsSNP being disease-causing for a query disease based on integration of multiple genomic 
data. Then, we compare the predictive powers of six kinds of genomic data (integrated 
deleterious score, GO analysis, protein protein interaction, protein sequence similarity, 
functional domains and pathways) in detecting disease-causing nsSNPs from neutral ones. We 

also demonstrate the effectiveness and performance of our method for both Mendelian diseases 
and complex disease. Finally, we apply the prediction model to some synthesized proof-of-
concept examples with known causal mutations and evaluate the prediction power for 
distinguishing de novo mutations. Results show that our proposed model is effective and 

efficient in finding disease-causing nsSNPs for all kinds of diseases with different genetic 
method of inheritance. 

References 

1. Joris A. Veltman, Han G. Brunner. De novo mutations in human genetic disease. Nature 
Reviews Genetics, 13:565-575, 2012. 

2. Gregory M. Cooper, Jay Shendure. Needles in stacks of needles: finding disease-causal 
variants in a wealth of genomic data. Nature Reviews Genetics 12:628-640, 2011. 

3. Jiaxin Wu, Rui Jiang. Prediction of Deleterious Nonsynonymous Single Nucleotide 
Polymorphism for Human Diseases. The Scientific World Journal, Volume 2013, Article ID 

675851, 2013. 
4. James J. Yang. Distribution of Fisher's combination statistic when the tests are dependent. 

Journal of Statistical Computation and Simulation, 80(1):1-12, 2010. 

100



Detecting SNP-SNP Interactions With Piecewise Independence Screening 

Seunghak Lee1, Aurelie Lozano2, Prabhanjan Kambadur2, Eric P. Xing1,* 

1: School of Computer Science, Carnegie Mellon University. 

2: IBM T. J. Watson Research Center. 

*: To whom correspondence should be addressed. 

Emails: S. Lee (seunghak@cs.cmu.edu); A. Lozano (aclozano@us.ibm.com); P. Kambadur 
(pkambadu@us.ibm.com); E. P. Xing (epxing@cs.cmu.edu) 

 

Interactions between genetic variants are key to understanding the genetic effects on 
phenotypic traits. However, detecting interaction effects is an ultra-high dimensional problem, 
and therefore, it is both statistically and computationally challenging. Despite recent 
breakthroughs in detecting interaction effects, several problems remain including: (1) 
processing the large number of genetic interactions without compromising for the sake of 
scalability, (2) solving the multiple testing problem posed by the ultra-high dimensionality of 
the problem, (3) accounting for strong correlations that exist between SNPs and SNP-SNP pairs, 
(4) identifying non-linear relationships between genotypes and phenotypes. We present a 
principled and scalable framework to address these problems in a unified way. Our framework 
consists of three steps: a screening procedure with piecewise linear model to account for non-
linear relationships between genotypes and phenotypes, a procedure for penalized multivariate 
regression, and a procedure for p-value computation with a correction for multiple testing. The 
screening procedure is employed to handle the extremely large number of candidate pairs, while 
the penalized multivariate regression and p-value computation allow the selection of statistically 
significant SNP-SNP pairs. We demonstrate the effectiveness and scalability of the proposed 
framework on simulated and real-world datasets. Our results on simulated data show that our 
framework exhibits higher accuracy vis-a-vis recovering the true associated SNPs and SNP-
SNP pairs when compared to existing methods. Those on Alzheimer's data demonstrate that our 
framework is able to uncover biologically meaningful associations, some as of yet unreported. 
We also present a high-performance implementation of our screening method, which is highly 
scalable and is able to screen O(109) SNP-SNP pairs in only a few hours.  
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 Introduction: Endometriosis is a complex gynecological disorder in which 
endometrial tissue is found in extra –uterine sites leading to severe inflammation and 
pain. Hundreds of genetic polymorphisms present in several genes have been studied 
in this disease context. However, none has been assigned with a direct causal link till 
date. 

 Methodology: In the present study, we surveyed the Pubmed database and selected 
36 Single Nucleotide Polymorphisms from 27 molecular epidemiology studies with 
case control design. These SNPs are scattered over 12 activation/detoxification genes 
implicated in pathogenesis of endometriosis – AHR, AHRR, ARNT, CYP1A1, 
CYP1B1, CYP2C19, CYP2E1, EPHX1, GSTP1, GSTA1, NAT1 and NAT2. Meta 
Analysis was performed to generate Overall odds ratio (OR) for each SNP across 
multiple studies using the data given in the epidemiological case-control study and 
weighted OR were assigned to account for both within- and between-study variations. 
Additionally, a summary score was generated using prediction scores derived from 4 
widely used prediction servers - SIFT, Polyphen, PMut and SNPs3D. We also used a 
Meta tool – F-SNP to predict the functional significance of each SNP. Consurf server 
was used to predict the degree of evolutionary conservation of the amino acid 
residues. 
 
 Results: The Spearman’s rank correlation coefficient for the summary score and the 
weighted ORs was r = 0.569 (p < 0.05). It was found that 22 SNPs were predicted 
deleterious by F-SNP as they had FS score value between 0.5 to 1.0. Consurf server 
predicted 15 SNPs to be occurring in evolutionary conserved regions of their 
respective protein sequences. 
 
 Conclusion: To the best of our knowledge, this is the first report of its kind, wherein 
multiple in silico predictive tools for SNP scoring were used to correlate molecular 
aspects with the clinical phenotype of Endometriosis. Approaches of this kind can aid 
in the evaluation, development and refinement of predictive approaches for 
correlative studies of this nature for a better understanding of genes and their 
involvement in complex diseases like endometriosis. 
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Crossovers and gene conversions are two known types of meiotic recombination, a central 

biological process studied in population genetics. It has been observed in the previous studies 
that when one of these two events is absent in the genealogical model, the population parameter 
(especially the gene conversion rate) tends to be overestimated by maximum likelihood (or 
maximum a posterior) point estimation. This is inevitable as the true value lies at the boundary 
of possible range. Thus, it still remains an open question and an important problem in 
population genetic studies on how to determine whether a region of a chromosome of interest is 
subject to crossover or gene conversion only. In this work, we address this problem in a 
hypothesis testing framework and devise a testing procedure using parametric bootstrap. The 
likelihood function used in the likelihood ratio test is based on a recent model that explicitly 
allows overlapping gene conversions in the genealogical process. The performance of our 
approach is tested on simulated data. The distribution of estimated p-value under the null 
hypothesis is close to the uniform distribution, demonstrating the correctness of our proposed 
method; the estimated p-value under the alternative hypothesis shows that the more deviation of 
the true parameter from zero or the more samples we have, the more likely that the null 
hypothesis will be rejected by our testing procedure.  
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MicroRNAs (miRNAs) are post-transcriptional regulators that bind to their target mRNAs 
through base complementarity. Predicting miRNA targets is a challenging task. Until recently, 
very few algorithms considered the dynamic nature of the interactions, including the effect of 
less specific interactions, the miRNA expression level, and the effect of combinatorial miRNA 
binding. 

We present a novel thermodynamic model based on the Fermi-Dirac equation that 
incorporates miRNA expression in the prediction of target occupancy and we show that it 
improves the performance of two popular single miRNA target finders. Modeling combinatorial 
miRNA targeting is a natural extension of this model. Two other algorithms show improved 
prediction efficiency when combinatorial binding models were considered. ComiR 
(Combinatorial miRNA targeting), a novel algorithm we developed, incorporates the improved 
predictions of the four target finders into a single probabilistic score using ensemble learning. 
Combining target scores of multiple miRNAs using ComiR improves predictions over the naïve 
method for target combination.  

ComiR scoring scheme can be used for identification of SNPs affecting miRNA binding. As 
proof of principle, ComiR identified rs17737058 as disruptive to the miR-488-5p:NCOA1 
interaction, which we confirmed in vitro. We also found rs17737058 to be significantly 
associated with decreased bone mineral density (BMD) in two independent cohorts indicating 
that the miR-488-5p/NCOA1 regulatory axis is likely critical in maintaining BMD in women. 
With increasing availability of comprehensive high-throughput datasets from patients ComiR is 
expected to become an essential tool for miRNA-related studies. 

The reference part is optional. If your poster is a summary of some papers already published, 
we strongly recommend you list the published papers in the reference part. If you do not want to 
include any reference in the abstract, please remove the reference part from the template file. 
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Abstract. New biological techniques and technological advances in high-
throughput sequencing are paving the way for systematic, comprehensive
annotation of many genomes, allowing differences between cell types or
between disease/normal tissues to be determined with unprecedented
breadth. Epigenetic modifications have been shown to exhibit rich diver-
sity between cell types, correlate tightly with cell-type specific gene ex-
pression, and changes in epigenetic modifications have been implicated in
several diseases. Previous attempts to understand chromatin state have
focused on identifying combinations of epigenetic modification, but in
cases of multiple cell types, have not considered the lineage of the cells
in question.
We present a Bayesian network that uses epigenetic modifications to
simultaneously model 1) chromatin mark combinations that give rise
to different chromatin states and 2) propensities for transitions between
chromatin states through differentiation or disease progression. We apply
our model to a recent dataset of histone modifications, covering nine
human cell types with nine epigenetic modifications measured for each.
Since exact inference in this model is intractable for all the scale of
the datasets, we develop several variational approximations and explore
their accuracy. Our method exhibits several desirable features including
improved accuracy of inferring chromatin states, improved handling of
missing data, and linear scaling with dataset size. The source code for
our model is available at http://github.com/uci-cbcl/tree-hmm.
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Abstract

RNA splicing is a cellular process driven by the interaction between numerous regulatory se-

quences and binding sites, however, such interactions have been primarily explored by laboratory

methods since computational tools largely ignore the relationship between different splicing ele-

ments. Current computational methods identify either splice sites or other regulatory sequences,

such as enhancers and silencers. We present an novel approach for characterizing co-occurring re-

lationships between splice site motifs and splicing enhancers. Our approach relies on an efficient

algorithm for approximately solving Consensus Sequence with Outliers, an NP-complete string clus-

tering problem. In particular, we give an algorithm for this problem that outputs near-optimal solu-

tions in polynomial time. To our knowledge, this is the first formulation and computational attempt

for detecting co-occurring sequence elements in RNA sequence data. Further, we demonstrate that

SeeSite is capable of showing that certain ESEs are preferentially associated with weaker splice sites,

and that there exists a co-occurrence relationship with splice site motifs.
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Large-scale experimental studies generate genomic data, proteomic data and protein-protein 
interactions (PPI) at an ever-increasing rate, providing us an opportunity to obtain a deeper 
understanding of the underlying mechanisms of individual organism at a systematic level. For 
predicting functionally similar proteins that are shared and conserved by many species, the 
network alignment approach is an important methodology. Most of the previous network 
alignment algorithms focus on computing local alignments, which attempt to find conserved 
protein complexes or partial metabolic pathways. Others compute pairwise global alignment, i.e. 
focus on finding a best node mapping for two networks. However, there are only a few 
algorithms for global alignment of multiple networks. For dealing with this problem, here we 
introduce a fast and effective alignment tool, M-NetAligner. By using an appropriate scoring 
function, we integrate both topology and sequence information into an alignment score, which 
turns the alignment problem to an optimization problem. To find a solution, M-Netaligner 
approximate the highest-scoring alignment by a heuristic method, simulated annealing. To 
assess its performance, M-NetAligner was applied to real biological networks of four species, C. 
elegans, D. melanogaster, H. sapiens, and S. cerevisiae. Our results suggest that M-NetAligner 
outperforms the state-of-the-art approach IsoRank-N in terms of both consistency and speed.  
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How to optimize microbial strains to produce biochemicals and biofuels has received 
considerable attention in recent years. Optknock, GDLS, OptForce, OptReg and other 
computational procedures are designed to find out the reactions to be manipulated for metabolic 
optimization. However, the previous algorithms sometimes could not work for any topology of 
metabolic network, especially for the synthetic pathway optimization cases. And they could not 
take the experimental practice into consideration, such as how to define the number of 
manipulations. Here, we introduce an computational framework, OP-Synthetic, which could 
identify all kinds of manipulations (up/down regulation, knock out, substrate addition ) using 
the gradient decreasing method. OP-Synthetic uses flux variability analysis (FVA) to compute 
the range of flux variability that can be reached under optimal and suboptimal objective states. 
An optimization procedure step by step is given and users could choose how many steps they 
want. Moreover, it will distinguish the linked reactions (containing the metabolites that only 
exist in two reactions) and non-linked reactions when identifying the number of final 
manipulations. We compared OP-Synthetic with existing methods like Optknock and GDLS on 
the optimization problems of the Succinate production and N-acetylneuraminic acid synthetic 
pathway in Escherichia coli. Our method showed a better coincidence with the existing 
experimental results and gave a reasonable result of synthetic pathway optimization. 
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MicroRNA (miRNA) is a class of important post-transcriptional regulator for genes in 
advanced cells. Nowadays, some miRNAs are detected as oncogenes or tumor suppressors that 
are causally linked to the emergence and development of cancer, and some are even proposed as 
potential molecular drugs for cancer therapy. The perturbation of miRNAs may influence not 
only the expression of their target genes, but also the expression of other secondary targets that 
are connected or close to those direct targets in molecular interaction networks, and further 
systematically impact biological processes. Many recent gene set based methods, such as GSEA, 
only consider the variation of miRNA target genes but ignore the global effect in the whole gene 
network system. Sometimes target genes are not differentially altered because of the system 
robustness or feedback mechanism, which makes these methods find few functional miRNAs. 

Here we design a network-based gene set perturbation analysis method to identify crucial 
miRNAs for cancers using normal-disease gene expression data, PPI network and miRNA 
targets annotation. We apply a Random Walk with Restart (RWR) algorithm to estimate the 
effect probabilities of all network genes for the perturbation on miRNA target genes, and then 
integrate the cancer-specific gene expression change information to calculate the global network 
Effect Score (ES) for the target set perturbation. A permutation-based Sub-GSE algorithm is 
utilized to test the statistical significance of ES and simultaneously identify the most 
significantly altered subset, which consists of principal direct and secondary targets. 

Using the method we successfully detect experimentally interfered miRNAs from some 
cellular gene expression change datasets, and then efficiently find out several miRNAs from 
four cancer datasets respectively, some of which have been verified as vital factors for the 
cancers, and others with significant ES may also play prominent functions. The identified 
principal direct and secondary targets are highly enriched in cancer-related gene function 
annotations, and this may indicate an underlying regulatory mechanism of miRNAs in cancer 
pathogenesis and progression. Our method is helpful for identifying the causal or therapeutic 
miRNAs for specific cancers.  
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Although protein-protein interaction (PPI) databases such as BioGrid provide powerful online 
interaction repositories through comprehensive curation efforts, interpretation of these data 
remains a major challenge. The specialized tools for the analysis of biological networks such as 
NetworkAnalyzer etc. can calculate a set of topological parameters, but they did not offer valid 
way to gain insight into the structure, especially modules, of PPI networks. 

Using simulated annealing and a method based on the node connectivity, we developed 
ModuleRole, a user-friendly web server tool which finds modules in PPI network and defines 
the roles for every node, and produces files for visualization in Pajek. The input of ModuleRole 
is: (1) a list of proteins provided by user; (2) the species selected by user. The output of 
MoudleRole is: (1) modules in PPI physical and genetic network; (2) role for every node; (3) 
files used for visualization in Pajek.  

This program can be tested at the website http://www.bioinfo.org/modulerole/index.php, which 
is free and open to all users and there is no login requirement, using demo data provided by 
“User Guide” in the menu Help. Non-server application of this program is only considered for 
high-throughput data with protein node number >=200. Users are able to bookmark the web link 
to the result page and access at a later time. ModuleRole requires no expert knowledge in graph 
theory on the user side, thus a useful tool for biologist to analyze and visualize PPI networks in 
databases such as BioGrid.   
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Detecting protein complexes from protein protein interaction (PPI) network is becoming a

major focus of researchers in computational biology. There is ample evidence that many

disease mechanisms involve protein complexes, and being able to predict these complexes is

important to the characterization of the relevant disease for diagnostic and treatment

purposes. This highlighted paper introduced a novel method for detecting protein complexes

from PPI by using a protein ranking algorithm (ProRank).

ProRank is inspired by Google page rank algorithm which quantifies the importance of each

protein based on the interaction structure and the evolutionarily relationships between

proteins in the network. A novel way of identifying essential proteins which are known for

their critical role in mediating cellular processes and constructing protein complexes was

proposed and analyzed. ProRank was evaluated on two PPI networks and two reference sets of

protein complexes created from MIPS. The level of the accuracy achieved using ProRank is a

strong argument in favor of the highlighted method.

112



113



Structure Identification for Gene Regulatory Networks via Linearization 

and Robust State Estimation 

Jie Xiong1,*, Tong Zhou 1,2 

1: Department of Automation, Tsinghua University, Beijing, 100084, China. 

2: Tsinghua National Laboratory for Information Science and Technology, Beijing, 100084, 
China. 

*: To whom correspondence should be addressed. 

Emails: J. Xiong (xiongj08@mails.tsinghua.edu.cn); T. Zhou (tzhou@mail.tsinghua.edu.cn) 

 

Inferring causal relationships among numerous cellular components is one of the 
fundamental problems in understanding biological behaviors. The gene regulatory network is 
widely considered as a nonlinear dynamic stochastic model that consists of the gene 
measurement equation and the gene regulation equation, in which the extended Kalman filter 
(EKF)  is sometimes used for estimating both the model parameters and the actual value of gene 
expression levels. However, first-order linearization usually results in modeling errors, but the 
EKF based method does not take either unmodelled or parametric uncertainty into account. As a 
result, the estimation performance of the EKF based method may not be satisfactory, such as 
slow convergence speed and low estimation accuracy. To overcome these problems, a 
sensitivity penalization based robust state estimator is suggested for reconstructing the structure 
of a gene regulatory network. The suggested method has been used to identify some parameters 
of a nonlinear state-space system, and  recovery  an artificially gene regulatory network. 
Compared with the widely adopted EKF based method, computation results show that 
parametric estimation accuracy can be significantly increased and false positive errors can be 
greatly reduced.  
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We describe here an on-going tumor study using integrated multi-omics to generate results 
that will contribute to clinical applications. With the rapid development of high-throughput 
technologies, massive amounts of data on genomes, epigenomes, transcriptomes, proteomes, 
interactomes, metagenomes and metabolomes have been generated leading to analyses of 
tumors at unprecedented resolutions. Although significant advances in tumor research have 
resulted using these technologies, the complexity of the data impedes our ability to thoroughly 
understand the underlying mechanisms and translate discoveries into clinical outcomes. To 
obtain a comprehensive understanding of tumors, we proposed an integrated, multi-omics 
analysis, in which we systematically integrate various omics data produced by different 
technologies.  

 

We approach this integrated multi-omics study of tumor via a pilot project for prostate tumors. 
In this study, transcriptomes and whole-genomes analyses are integrated with interactomes to 
elucidate drugable genes and the subnetworks which may pose risks to prostate tumor. By 
integrating multi-omics data, we build weighted gene networks for tumors and normal tissues 
to find significantly mutated sub-networks. Functional analysis of these sub-networks indicates 
that these sub-networks are related to some well-known cancer pathways, such as “Axon 
guidance”. By using network-based drug target and drug target interaction prediction methods, 
we found some potential drug-targets and drug-target interactions in these tumor-associated 
sub-networks. 

 

We also discuss implications for future research including development of this framework and 
novel methods of applying multi-omics studies to clinical applications. 
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Extensive studies reveal that cancer genomes are frequently altered in their 

chromosomal structure by insertion, deletion, translocation and inversion of DNA 

fragments. Such alterations (termed as structural variation, SV) may produce 

various phenotypic effects in tumorigenesis and various human genetic disorders. 

However, current SV detection algorithms are far from being perfect and have 

limits in terms of the type and size of SVs that they are able to detect. There still 

lacks a one-stop solution for full range of structural variant detection, especially 

for both small INDELs and complex forms of SVs. Here we propose a 

breakpoint-based SV discovery strategy based on decoding abnormally aligned 

paired end reads from SAM files. This approach can successfully detect both 

homozygous and heterozygous indels, whose sizes range from as small as 

several base pairs to as large as several thousand base pairs, with a high 

accuracy of breakpoint estimation simultaneously. Unlike most other paired-end 

mapping and depth of coverage based algorithms, our method not only is capable 

of detecting small indels (10-50 bp) and their breakpoints, but can also distinguish 

nested SVs within three standard deviations of the insert size. By applying this 

approach to cancer genome sequencing datasets, we have successfully 

uncovered a significant amount of novel INDELs that were missed before.  
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Combination drug therapies play important roles in treating diseases such as 

cancer and AIDS. However, systematic identification of effective drug combinations 

has been hindered by the large combinatorial search space of interactions. Here we 

develop a multiplex screening method, MuSIC (Multiplex Screening for Interacting 

Compounds), which expedites comprehensive assessment of pair-wise interactions for 

1000 FDA-approved or clinically tested drugs. In this way we examined ~500,000 

drug pairs and identified drugs that synergize to inhibit HIV replication. Multiple drug 

pairs, notably glucocorticoid and nitazoxanide, synergize by targeting different steps 

of the HIV life cycle. Our analysis also reveals an enrichment of anti-inflammatory 

drugs, i.e. glucocorticoids and NSAIDs, in the anti-HIV drug combinations. As 

inflammation accompanies HIV infection, our findings suggest that HIV may benefit 

from inflammation and inhibiting inflammation might combat HIV propagation. The 

MuSIC method is robust and can be widely applied to other disease-relevant screens 

to facilitate drug repurposing. 
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The first step for clinical diagnostics, prognostics, and targeted therapeutics of cancer is to 

comprehensively understand its molecular mechanisms. Large-scale cancer genomics projects 

are providing a large volume of data about genomic, epigenomic, and gene expression 

aberrations in multiple cancer types. One of the remaining challenges is to identify driver 

mutations, driver genes and driver pathways promoting cancer proliferation and filter out the 

unfunctional and passenger ones.

In this study, we propose two methods to solve the so called Maximum Weight Submatrix 

problem which is designed to de novo identify mutated driver pathways from mutation data in 

cancer. The first one is an exact method which can be helpful for assessing other approximate 

or/and heuristic algorithms. The second one is a stochastic and flexible method which can be 

employed to incorporate other types of information to improve the first method. Particularly, we 

propose an integrative model to combine mutation and expression data. We first apply our 

methods onto simulated data to show their efficiency. We further apply the proposed methods 

onto several real biological data sets such as the mutation profiles of 74 head and neck 

squamous cell carcinomas samples, 90 glioblastoma tumor samples and 313 ovarian carcinoma 

samples. The gene expression profiles were also considered for the latter two data. The results 

show that our integrative model can identify more biologically relevant gene sets. We have 

implemented all these methods and made a package called MDPFinder (Mutated Driver 

Pathway Finder) which can be easily used for other researchers.
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Constructing and analyzing co-occurrence networks is an efficient method which has been 
used in microbial ecology to describe and study the ecological relationships of microbes living 
in certain environments. As the method is being improved in last few years, its applications are 
also extended to microbes living in human bodies. Recently we showed a great interest in this 
kind of research. We first studied the process of network construction and analysis based on 
correlation in detail. Then we construct OTU networks based on 16S rRNA gene datasets for 
analysis. We treat each OTU as a node, then corrections in abundance between each pair of 
OTU may reflect its underlying relationships such as symbiosis. We collected microbial data 
from three kinds of human tongue dorsum which are diagnosed as normal, hot syndrome or cold 
syndrome by Chinese traditional medicine. Networks were constructed for the three datasets 
respectively. Differences on network topology found here gave us a great passion on finding 
detailed structural and biological differences of microbiome living on tongue dorsum with 
different status. Along with this study, we also find an interesting thing that different methods in 
constructing networks leading to very different network topologies. Combining different 
methods in network construction are turned to be effective and robust. So we will improve our 
work quickly. 
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Attention deficit hyperactivity disorder (ADHD) is a common, highly heritable psychiatric 
disorder with heritability estimates 75%-91%. Previously, we have developed the first genetic 
database for ADHD (ADHDgene) to provide researchers a comprehensive ADHD genetic 
resource [1]. The abundant genetic data provides novel candidates for ADHD genetic study, but 
it also brings new challenge for selecting promising candidates for replication and verification 
research. Gene prioritization is an effective method to deal with this problem. However, most of 
gene prioritization tools available need training genes as input and by now there are no 
definitive ADHD genes as training data. In this study, we developed an integrated method to 
combine multi-evidence score system and random walk interactome to prioritize ADHD 
candidate genes. 3,589 ADHD candidate genes from ADHDgene were included for the analysis. 
Different gene sources in ADHDgene (including literature-origin, mapped by SNP, mapped by 
LD-proxy, mapped by copy number variation or region or pathways), gene expression profile in 
animal model and ADHD related brain regions were taken as multiple evidences to build score 
system. To get the best weights, we used the middle result of score system to generate training 
data and test data to do gene prioritization using random walk interactome method. The best 
weight should make more test genes with high ranking in score system have higher ranking in 
the gene prioritization result based on random walk interactome. The final ranking result was 
evaluated by using ADHD genome-wide association study (GWAS) data. Finally, the integrated 
gene prioritization method selected 51 prioritized genes. When using 25 of them as training 
genes and other 26 genes together with other candidate genes as test genes to do random walk 
interactome gene prioritization analysis, 13 of the top 26 genes were overlapped with the 26 
high ranking test genes, with 50% identity. Analysis of the distribution of prioritized genes and 
all candidate genes in two ADHD GWAS data showed the P-values of the prioritized genes 
were significantly smaller than all candidate genes. Functional analysis for the prioritized genes 
showed they were mainly involved in neurotransmitter systems and nervous system 
development pathways. By integrating multiple data sets, the prioritized genes provided in this 
study will provide reliable candidates for further genetic and functional analysis for ADHD, 
especially the genes supported by interactome. 
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Identification of the interactions between molecular entities within cells is the key to 
understanding the biological processes involved. Although numerous methods have been 
developed for inferring gene/protein regulatory networks from expression data, reliable network 
inference remains an unsolved problem. There are some published methods which use prior 
network information to improve the inferred network. In our work this approach is extended 
with the development of a new method, called "contracting neighborhood” (CN), and the 

application of graphical Lasso (GLASSO) to include prior network information, that is called 
REBNR (reverse engineering of biological network by regularization). A comprehensive 
framework, valuable for comparing available alternative methods in a fair and systematic way, 
is developed. It starts with a Gaussian assumption, and generates inversed covariance matrix 
and realistically sized experimental data sets over an enormous combination of parameters. A 
ten times 5-fold cross validation is performed automatically to refine the parameters of every 
algorithm/method according to the simulated data set. Several reverse engineering methods, 
including ARACNE, CN, RN (relevance network), MRNET, CLR, PC, GLASSO, ZPC (Zhang) 
and REBNR are evaluated, with and without prior network knowledge. Our results confirm that 
the inferred network can be improved but the percentage of improvement depends on the quality 
of prior network and the way of incorporating prior network. Our CN performs comparably with 
current best algorithms. The top ranking methods are applied to a real protein dataset to 
illustrate the biological insight gained from the built network. 
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Vaccines are very effective at preventing infectious disease but not all recipients of a 

vaccine mount a protective immune response to vaccination. Recently, measurements of 

gene expression profiles from peripheral blood mononuclear cell samples in vaccinated 

individuals have been used to develop models to predict the development of protective 

immunity.  However, there are two major barriers to the development of gene 

expression-based predictors of vaccine response.  First, the magnitude of change in 

gene expression profile that separates vaccine responders and non-responders is likely 

to be small and distributed across networks of genes, making the selection of individual 

predictor genes difficult.  Second, selecting biologically important predictive genes is 

difficult because the mechanistic relevance of individual predictive genes is often 

obscure. Here we apply a new approach to developing gene expression predictors of 

vaccine response based on detecting coordinate up-regulation of sets of biologically 

informative genes in post vaccination gene expression profiles. We found that 

enrichment of gene sets related to proliferation and immunoglobulin genes accurately 

segregated subjects with high antibody response to influenza vaccination from low 

responders (AUC 0.94) and predicted the antibody response in a blind validation set with 

an accuracy of 88%.  The enrichment of these gene sets was highly correlated with the 

frequency of plasmablasts in post-vaccination blood samples.  However, many of the 

genes in these predictive gene sets would not have been identified using conventional, 

single-gene approaches because of their small fold change in responders.  Our results 

demonstrate that gene expression predictors based on gene set enrichment can capture 

subtle transcriptional changes such as those caused by an increase in a rare population 

of cells in post vaccine samples.  Methods that use sets of biologically informative genes 

as predictive features may be a generally useful approach for developing and 

interpreting predictive models of the human immune response.
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Abstract | It is widely accepted that no matter the Mendelian diseases or the complex disorders are related to the 

genetic inheritance. Thus, finding out the association between inherited phenotype and genotype may have a great 

significance in the diagnosis and treatment of these disorders, though it is still a challenging problem. Our goal was 

to develop some sophisticated machine learning tools to integrate diverse biological database for prioritizing and 

predicting these diseases related genes based on the hypothesis of Guilty-by-Association. There are two main parts in 

our project. In the first part, we established some disease networks and analyzed them; meanwhile we proposed 

methods to calculate the similarity of genes from multiple biological networks, such as protein interaction networks 

and gene regulation networks. Then we obtained the features from these two types of network at both disease level 

and gene level. In the second part, we developed the suitable machine learning methods to integrate the multiple 

features. We formulated an ensemble machine learning method combining with the thoughts of boosting to solve the 

data missing when integrating features. Finally, with the effective analysis on both disease and gene networks, as 

well as the appropriate machine learning methods, our methodology shows a great power in the prioritization and 

prediction of the candidate genes. 
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In the study of human genetic disorders, scientists try to identify the genes and the biological 
mechanisms which come at stake in the apparition of the diseases. In this regard, we focused on 

protein complexes, which are groups of multiple gene products aggregating to perform cellular 
functions, and developed a method to sort the protein-complexes according to their closeness to 

the input disease. 

 This method is based on a three level integrated network composed of three types of nodes 
(phenotypes, proteins, and protein complexes) and four types of interactions (literature based 
phenotype similarity (weighted) , known protein-disease associations (non-weighted), tissue 
specific protein-protein interactions (weighted), and protein-complex membership (non-
weighted)). We used 60 different tissue specific protein-protein interaction networks based on 
gene expression analysis. Wherein, the disease tissue association is literature based. Finally, for 

each input disease, we run a random walk through the all network to assess the connections 
between the disease and each protein complex. 

Our results show that we can correctly identify many disease-related complexes (first-

ranked), except when their subunits belong to too many complexes. Besides, the contribution of 
the tissue specificity does not seem to be that significant. 
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Although many gene set enrichment analysis methods have been proposed to explore 

associations between a phenotype and a group of genes sharing common biological functions or 

involved in the same biological process, the underlying biological mechanisms of identified 

gene sets are typically unexplained. To overcome this limitation, we propose a method called 

DREAM (Differential Regulation Enrichment Analysis Method) to identify gene sets in which a 

significant proportion of genes have their transcriptional regulatory patterns changed in a 

perturbed phenotype. We conduct comprehensive simulation studies to demonstrate the 

capability of our method in identifying differentially regulated gene sets. We further apply our 

method to two independent human microarray expression data sets, both with hormone-treated 

and control samples. Our results indicate that DREAM’s ability to rank hormone-associated 

gene sets among the most enriched gene sets is significantly superior to that of three existing 

methods. We conclude that the proposed differential regulation enrichment analysis 

complements the existing gene set enrichment analysis methods and provides a promising new 

direction for the interpretation of gene expression data. 
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Abstract  
Transcription factors (TFs) and miRNAs are essential for the regulation of gene expression; 

however, the global view of human regulatory networks remains poorly understood. We 

analyzed the network properties of housekeeping and tissue-specific genes in gene regulatory 

networks of seven human tissues. The results showed that different classes of genes behaved 

quite differently in the networks. The housekeeping TFs tended to have higher cluster 

coefficients compared to other genes that are neither housekeeping nor tissue-specific, 

indicating that housekeeping TFs tend to regulate their targets synergistically. The 

tissue-specific TFs had a more significant topological bias, indicating that tissue-specific TFs 

transfer information from upstream pathways to downstream pathways more quickly than other 

TFs. Tissue-specific miRNAs showed a higher average number of targets while their targets had 

a lower indegree, which indicates that this class of miRNAs regulates a greater number of 

targets and that this regulation is independent of other regulators. Several topological properties 

of disease-associated miRNAs and genes were found to be significantly different from those of 

non-disease associated miRNAs and genes. Determining the network properties of these 

regulatory factors will help define the basic principles of human gene regulation and the 

molecular mechanisms of disease. 
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Proteins containing repetitive amino acid domains are widespread in all life forms. In 
parasitic organisms, proteins containing repeats play important roles such as cell adhesion and 
invasion and immune evasion. Therefore, extracellular and intracellular parasites are expected 
to be under different selective pressures regarding the repetitive content in their genomes. Here, 

we investigated whether there is a bias in the repetitive content found in the predicted proteomes 
of 6 exclusively extracellular and 17 obligate intracellular protozoan parasites, as well as 4 free-
living protists. We also attempted to correlate the results with the distinct ecological niches they 
occupy and with distinct protein functions. We found that intracellular parasites have higher 
repetitive content in their proteomes than do extracellular parasites and free-living protists. In 
intracellular parasites, these repetitive proteins are locatedmainly at the parasite surface or are 
secreted and are enriched in amino acids known to be part of N- and O-glycosylation sites. 
Furthermore, in intracellular parasites, the developmental stages that are able to invade host 
cells express a higher proportion of proteins with perfect repeats relative to other life cycle 
stages, and these proteins have molecular functions associated with cell invasion. In contrast, in 
extracellular parasites, degenerate repetitive motifs are enriched in proteins that are likely to 
play roles in evading host immune response. Altogether, our results support the hypothesis that 
both the ability to invade host cells and to escape the host immune response may have shaped 
the expansion and maintenance of perfect and degenerate repeats in the genomes of intra- and 
extracellular parasites. 
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Reliable classification of disease patients is important because the correct identification of 
disease can increase a chance to cure patients with the proper treatment. Genetic data has been 
studied to identify disease related genes and pathways and to classify diseases. Especially, 
genome-wide association studies (GWAS) is useful in the identification of genetic variance that 
influence on the development of complex diseases. However, the challenge is that the number of 
SNPs is much larger than samples. To solve these issues, combining MRI imaging data can be 
useful for improving the statistical powers. But researches to combine these two types of data 
are still at the early stage. 

The purpose of this study is to develop a machine learning algorithm to classify Alzheimer’s 
diseases using a large scale medical data such as imaging and genomic data. Several 
heterogeneous features were used for machine learning methods including SVM and LASSO to 
predict patient’s status. First, hippocampal volume is highly related to Alzheimer’s disease. 
SNPs associated to proportional volume of hippocampal region were found by association-wide 
association study and these SNPs were used as features. Second, data from MRI imaging such 
as hippocampal volume and entorhinal cortex thickness were used as features. Third, 
demographic data such as age and sex were another type of features. The proposed approach 
was applied to classify Alzheimer's disease using data from The Alzheimer's Disease 
Neuroimaging Initiative (ADNI).

"This research was supported by the MKE(The Ministry of Knowledge Economy), Korea and 
Microsoft Research, under IT/SW Creative research program supervised by the NIPA (National 
IT Industry Promotion Agency) (NIPA-2012-H0503-12-101 )"
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Motivation: Recent advances in technology have dramatically increased the availability of protein–
protein interaction (PPI) data and stimulated the development of many methods for improving the 
systems level understanding the cell. However, those efforts have been significantly hindered by the 

high level of noise, sparseness and highly skewed degree distribution of PPI networks. Here, we present 
a novel algorithm to reduce the noise present in PPI networks. The key idea of our algorithm is that two 
proteins sharing some higher-order topological similarities, measured by a novel random walk-based 

procedure, are likely interacting with each other and may belong to the same protein complex.  

Results: Applying our algorithm to a yeast PPI network, we found that the edges in the reconstructed 
network have higher biological relevance than in the original network, assessed by multiple types of 
information, including gene ontology, gene expression, essentiality, conservation between species and 

known protein complexes. Comparison with existing methods shows that the network reconstructed by 
our method has the highest quality. Using two independent graph clustering algorithms, we found that the 
reconstructed network has resulted in significantly improved prediction accuracy of protein complexes. 
Furthermore, our method is applicable to PPI networks obtained with different experimental systems, 
such as affinity purification, yeast two-hybrid (Y2H) and protein-fragment complementation assay (PCA), 
and evidence shows that the predicted edges are likely bona fide physical interactions. Finally, an 

application to a human PPI network increased the coverage of the network by at least 100%. 
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In MS-based shotgun proteomics, protein quantification and protein identification are two 
major computational problems. To quantify the protein abundance, a list of proteins must be 
firstly inferred. Until now, researchers have been dealing with these two processes separately. 
Then, one interesting question is if we regard the protein inference problem as a special protein 
quantification problem, is it possible to achieve better protein inference performance? 

In this paper, we investigate the feasibility of using protein quantification methods to solve 
the protein inference problem. Protein inference is to determine whether each candidate protein 
is present in the sample or not. Protein quantification is to calculate the abundance of each 
protein. Naturally, the absent proteins should have zero abundances. Thus, we argue that the 
protein inference problem can be viewed as a special case of protein quantification problem: 
present proteins are those proteins with non-zero abundances. Based on this idea, our paper tries 
to use three simple protein quantification methods to solve the protein inference problem 
effectively. The experimental results show that these three methods are competitive with 
previous protein inference algorithms. 
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Side-chain repacking (SCR) is an important component of computational protein docking 
methods. Existing SCR methods and available software have been designed for protein folding 
applications where side-chain positioning is also important. As a result they do not take into 
account significant special structure that SCR for docking exhibits. We propose a new algorithm 
which poses SCR as a Maximum Weighted Independent Set (MWIS) problem on an 
appropriately constructed graph. We develop an approach which solves a relaxation of the 
MWIS and then rounds the solution to obtain a high-quality feasible solution to the problem. 
The algorithm is fully distributed and can be executed on a large network of processing nodes 
requiring only local information and message-passing between neighboring nodes. Motivated by 
the special structure in docking, we establish optimality guarantees for a certain class of graphs. 
Our results on a benchmark set of enzyme-inhibitor protein complexes show that our predictions 
are close to the native structure. We find that the inclusion of the unbound side-chain structures 
in the set of most probable conformations significantly improves prediction quality. We also 
establish that the use of our SCR algorithm produces superior docking results.  
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Protein-protein interactions (PPIs) play important roles in many biological processes and 
functions in living cells. Prediction of PPIs has gained much interest in recent years with over 
20 different proposed methods. Obligate interactions are usually considered as permanent, while 
non-obligate interactions can be either permanent or transient. Non-obligate and transient 
interactions are more difficult to study and understand due to their instability and short life, 
while obligate and permanent interactions last for a longer period of time, and hence are more 
stable. The most successful approaches for prediction of PPIs use mainly structural information 
of protein complexes as descriptors or features. These models, however, depend on structural 
information, which is available for fewer complexes (approximately 80,000) in the Protein Data 
Bank, compared to millions of protein sequences available in other databases.  On the other 
hand, motifs are patterns widespread over a group of related protein sequences usually having 
strong biological relationships. In particular, we focus on a special case of motifs, 3-10 amino 
acids long, and which are called short, linear motifs (SLiMs) or minimotifs. 

We propose a model that uses SLiMs to predict obligate and non-obligate protein-protein 
interaction types. To find SLiMs, we use Multiple EM for Motif Elicitation (MEME) [1]. For 
classification, we use these SLiMs and apply a leave-one-out validation approach in which the 
sequences of the complex to be classified (target sequences) are partitioned in a set of 
overlapping l-mers of different lengths (3-10 amino acids). The l-mers are then ranked based on 
information content given all SLiMs in the training dataset, and the top 20 ranked scores are fed 
into a feature vector used for classification. We have tested a few state-of-the-art classifiers, 
including k-nearest neighbor, linear dimensionality reduction and support vector machines. We 
demonstrate the power of SLiMs as predictive properties for obligate and non-obligate 
complexes. Our prediction results on well-known datasets, namely the Zhu et al. [3] and 
Mintseris et al. [2] datasets show an impressive accuracy in prediction of more than 99%, which 
imply a significant increase from previous approaches, even better than structure-based methods, 
while using only sequence information. 
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With the increasing of large-scale biological data, in some biological applications, such as 
biological functional prediction, protein complexes prediction and transcriptional regulation 
mechanism analysis, it is desirable to find compact clusters formed by a small portion of objects 
in a large biological data set. In general it is still a clustering problem, but it cannot be served 
well by the conventional clustering methods since most of those methods try to assign most of 
the data objects into clusters and always suffer from a large number of false positives. The 
objects of such clusters are minority in population; therefore, these clusters are regarded as 
abnormal in the whole data set. In this paper, we model this novel and application-inspired task 
as the problem of mining abnormal groups in biological data, which is a non-trivial variation of 
clustering. We propose a general framework and a principled approach to tackle the problem. 
Unlike conventional clustering methods, our algorithm can mine abnormal groups flexibly 
without the need for a predefined similarity threshold. The experimental results on real 
biological data sets verify the effectiveness and efficiency of our proposed approach. 
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In bioinformatics and computational biology, clustering gene sequences into functional 
groups plays an important role for the discovery of novel gene structure and function, and the 
understanding of evolutionary relationships between genes. In this paper, we propose a modified 
bisecting K-means clustering algorithm, mBKM, based on a new alignment-free distance 
measure, DMk, for clustering gene sequences. DMk takes into account the occurrence, location 
and order relation of k-tuples within a gene sequence and extract numeric features from 
sequence. mBKM chooses the initial centroids by the maximum and minimum principle and 
selects the cluster to split based on the compactness of clusters. It can produce either a 
hierarchical clustering or a partition clustering result. The proposed method are evaluated by 
clustering functionally related genes and by phylogenetic analysis. DMk shows better 
performance than the k-tuple distance, which considers only the k-tuples frequencies. mBKM 
outperforms three hierarchical clustering methods including single-linkage clustering, complete-
linkage clustering, average-linkage clustering, and the partitioning approaches such as K-means 
and bisecting K-means when tested on public gene sequence datasets. Furthermore, the 
proposed method, mBKM with DMk, also outperforms alignment-based methods such as 
BlastClust and CD-HIT-EST when clustering functionally related genes, and it performs better 
than alignment-based methods including UPGMA with CLUSTALW and ML with 
CLUSTALW when building the phylogenetic trees for β-globin genes of 10 species and 60 
H1N1 viruses. 
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Knowledge about the site at which a ligand binds provides an important clue for predicting 
the function of a protein and is also often a prerequisite for performing docking computations in 
virtual drug design and screening. We have previously shown that certain ligand-interacting 
triangles of protein atoms, called protein triangles, tend to occur more frequently at ligand-
binding sites than at other parts of the protein. In this work, we describe a new ligand-binding 
site prediction method that was developed based on binding site-enriched protein triangles. The 
new method was tested on two benchmark datasets and on 19 targets from two recent 
community-based studies of such predictions, and excellent results were obtained. Where 
comparisons were made, the success rates for the new method for the first predicted site were 
significantly better than methods that are not a meta-predictor. Further examination showed that, 
for most of the unsuccessful predictions, the pocket of the ligand-binding site was identified, but 
not the site itself, whereas for some others, the failure was not due to the method itself but due 
to the use of an incorrect biological unit in the structure examined, although using correct 
biological units would not necessarily improve the prediction success rates. These results 
suggest that the new method is a valuable new addition to a suite of existing structure-based 
bioinformatics tools for studies of molecular recognition and related functions of proteins in 
post-genomics research. 
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Cell polarity is universal phenomena and conserved from budding yeast to human being. 

However, how is cell polarity formed and established, is still unknown. With the advance of 

super-resolution imaging techniques such as PALM/STORM and STED, cellular ultrastructure 

observation reached an unprecedented level at the resolution of ~10nm. We plan to study the 

mechanism of cell polarity formation using super-resolution imaging and mathematical model. 

 

We first asked if super-resolution imaging could be applied in budding yeast. We tested 

three proteins Utp13, Rpb7 and Fba1 at first. Photoconvertible protein mEos3.1 and mEos3.2 

derived from Eos FP recently have been considered to be the best for PALM super-resolution 

imaging. GFP site of plasmid pFA6a-GFP(S65T)-His3MX6 was replaced with mEos3.1 or 

mEos 3.2 (mEos3.1/3.2) ORF using molecular biology techniques. Then with homologous 

recombination, mEos3.1/3.2 was inserted into the downstream of Utp13, Rpb7 and Fba1, 

respectively. The colonies of Utp13-mEos3 and Rpb7-mEos3 that could grow on His Minus 

Medium have been confirmed using laser scan confocal microscope. Among three tested 

proteins, Utp13-mEos3 and Rpb7-mEos3 recombinant strains gave low emission light both 

before and after photoconversion, and could be easily bleached during the excitation. However, 

Fba1-mEos3 exhibited high emission light both in the green and red state and can’t be easily 
bleached. We concluded that protein abundance is an important factor to label specific proteins 

with mEos3 for super-resolution imaging in budding yeast.  

 

With this technique in hand, we are inserting mEos3.1/3.2 downstream of key polarity 

proteins such as Cdc42, Rho1, Rho3, LifeAct and others to get super-resolution localization of 

these key proteins in a systematic way. Based on these info and others, we will set up the math 

model to describe how polarity is formed (and maintained) in budding yeast.  
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Microarray data repositories of experiment results with various conditions and 

samples serve the scientific community as a precious resource for further studies as 

reference and comparison. Even though data bases are more often manually curated 

it is still important to validate sample quality, specifically, that in many cases, datasets 

lack information concerning pre-experimental quality assessment. The risk of tissue 

cross contamination is especially high in oncological studies, where it is often difficult 

to extract the sample. Moreover there are usually no technical replicates. Identifying 

data coming from mixed tissues before including it in further studies has large impact 

on quality of future results. Another difficulty in selecting data for analysis is 

screening large repositories for samples representing desired minimum expression of 

certain genes. We present MicroArray Inspector: a customizable, user-friendly 

software system that enables easy screening of microarray data for samples 

containing mixed tissue types, and representing other desired expression patterns. 

The algorithm uses raw expression data files and analyzes each array independently. 

We also present several examples of examination of data from public repositories. 

MicroArray Inspector is available for many platforms and is provided free of charge 

for nonprofit research institutions. 
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Inferring how humans respond to external cues such as drugs, chemicals, viruses or 
hormones is an essential question in biomedicine. Very often, however, this question cannot be 
addressed due to the impossibility to perform experiments in humans. A reasonable alternative 
consists of generating responses in animal models and “translating” the results to humans. The 
limitations of such translation, however, are far from clear, and systematic assessments of its 
actual potential are badly needed. 

We have designed a series of challenges in the context of the ‘sbv IMPROVER’ project 
(Industrial Methodology for Process Verification in Research; http://sbvimprover.com/) to 
address the issue of translatability between humans and rodents. Our main aim is to understand 
the limits and opportunities of species to species translatability at different levels of biological 
organization: signalling, transcriptional, and release of secreted factors (such as cytokines, 
chemokines or growth factors). 

The sbv IMPROVER project are part of a collaborative project designed to enable scientists 
to learn about and contribute to the development of a new crowd sourcing method for 
verification of scientific data and results. 
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Unsupervised segmentation of multi-spectral images plays an important role in annotating 
infrared microscopic images. In this context, we introduce two contributions. First, we provide a 
validation scheme for hierarchical clustering, which is applied to clustering schemes commonly 
used in infrared microscopy and compared to other validation schemes. Second, we introduce 
the application of so-called interactive similarity maps to infrared microscopy.  

The validation scheme introduced in the first part allows a quantitative comparison between 
different clustering approaches for image annotation, in contrast to previous merely qualitative 
comparisons. Based on so-called tree assignments, our validation scheme shows that perfor-
mance of hierarchical two-means is comparable to the traditionally used Ward's clustering. As 
the former is much more efficient in time and memory, our results suggest that it is a viable al-
ternative, in particular for handling large spectral images. Furthermore, by comparing our tree-
assignment approach with two previous tree-segmenting approaches, we demonstrate that tree 
assignment performs best in terms of classification accuracy.  

Finally, we introduce and validate the concept of similarity maps as a novel interactive ap-
proach implemented in our Lasagne software for infrared image segmentation. Using our vali-
dation scheme, we demonstrate that similarity maps are capable of producing more accurate 
segmentations than commonly used hierarchical clustering. 
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Haplotype phasing and imputation of genotypes are important in a variety of genetic data 
analyses. Current phasing and imputation algorithms using probabilistic hidden Markov models 
are accurate but computationally demanding, making them insufficient for large data sets. With 
the tremendous increase of sequencing data it becomes crucial to be able to handle data sets 
containing hundreds of thousands of samples.  

Here we describe an implementation of a haplotype matching algorithm based on suffix 
arrays, widely used for DNA sequence read matching and assembly, to build a foundation for 
fast haplotype phasing and imputation, with the aim to scale to much larger data sets than those 
currently handled by genotype algorithms. We show that given M sequences and N bi-allelic 
variable sites our algorithm can derive a representative data structure based on positional prefix 
arrays in O(NM). Using this representation we can find maximal matches between a new 
sequence and the set in O (N), i.e. independent of the number of sequences.  
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A major promise of Raman microscopy is the label-free detailed recognition of cellular and 
subcellular structures. To this end, identifying colocalization patterns between Raman spectral 
images and fluorescence microscopic images is a key step to “annotate” subcellular components 
in Raman spectroscopic images.  

 
  While existing approaches to resolve subcellular structures are based on fluorescent label-

ing, we propose a combination of a colocalization scheme with subsequent training of a super-
vised classifier that allows label-free resolution of cellular compartments. Our colocalization 
scheme unveils statistically significant overlapping regions by identifying correlation between 
the fluorescent color channels and clusters from unsupervised machine learning methods like 
hierarchical cluster analysis. The colocalization scheme is used as a preselection to gather ap-
propriate spectra as training data. These spectra are used in the second part as training data to 
establish a supervised Random Forest classifier. We demonstrate that compared to a recent mu-
tual-information based approach, our method is robust against inevitable inaccuracies in over-
laying the spectral image with the fluorescent image. We validate our approach by examining 
Raman spectral images overlayed with fluorescent labelings of different cellular compartments, 
indicating that many components may indeed be identified label-free in the spectral image. 
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Human genome studies have shown that replication induces different mutation rates on the 
leading and lagging strands (Chen et al. MBE 2011). This generates during evolution strong 
asymmetries of nucleotide composition. Analysis of this asymmetry, S=(G-C)/(G+C)+(T-
A)/(T+A), have revealed large ~1Mb domains exhibiting a characteristic N-shaped pattern 
covering more than 1/3 of the genome (Huvet et al. Genome Res. 2007). We showed that these 
mutational asymmetries decrease from maximum values at left ends of N-domains to zero at 
centers, and to opposed values at right ends, generating over evolutionary times the N-shaped 
pattern. This indicates a progressive inversion in replication fork polarity from one end to the 
other. We propose that replication first initiates at N-domain extremities and secondary origins 
fire coordinately from borders to centers mediated by gradients of open chromatin conformation. 
Computational simulations of this model generate linear gradients of replication fork polarity 
and N shaped skew profile. N-domains are observed in all studied mammals, birds and reptiles 
but not in amphibians and fishes. It seems that this replication program has been conserved 
since amniota divergence. This indicates that the specific spatio-temporal replication program 
associated with gradients of chromatin structure is a major determinant of genome evolution. 
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        The gene tree of a gene family is sometimes discordant with the corresponding 

species tree due to gene duplication, horizontal gene transfer, or hybridization. Hence, 

gene tree and species tree reconciliation is used for inferring gene duplication histories 

and for reconstructing phylogenetic trees. In the past decade, the tree reconciliation 

problem has been intensively investigated for binary gene and species trees. Motivated 

by the fact that reference species trees and real gene trees are often non-binary, we 

investigate the reconciliation of two non-binary trees in a binary refinement model. A 

binary tree is a binary refinement of a non-binary tree if every cluster of the latter is 

found in the former.  Under the binary refinement framework, the reconciliation 

problem is, given a species tree S,  a set of gene trees Gi (1≤i≤k) and a reconciliation 

cost c( , ), to find a binary refinement S’ of S and binary refinements Gi’ of Gi that 

maximizes ∑c(Gi’, S’). Clearly, the reconciliation problem is a natural generalization of 

the standard reconciliation problem for binary trees and also includes the species tree 

reconstruction problem as a special case. The reconciliation problem is NP-hard for 

non-binary species trees. Nevertheless, we develop different exact and heuristic 

methods for reconciling two non-binary trees by using a novel data structure. The 

proposed methods have been implemented in Golang and tested using both random and 

real datasets.  Our tool named TxT is ready to serve the bioinformatics community for 

gene duplication inference, gene orthology identification and phylogeny reconstruction.  
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In this poster we present a computational method for the discovery of genomic repeats 
without a need for reference data. De novo repeat discovery is an important problem, made 
increasingly difficult by the volume of new sequence data. Library-based programs such as 
RepeatMasker1 effectively expand known families of repeats, but discovering new families 
within a genome is difficult when dealing with inexact copies. Tools relying on self-alignment 
(e.g RECON2), become prohibitively time-consuming with large sequences, while text-indexing 
methods, such as the Suffix Array or FM Index, are poorly suited for the wildcard searches 
needed to account for single base mismatches. We present a tool that uses spaced seeds in the 
spirit of PatternHunter3 to identify inexact repeats with wildcard matching in linear time, 
followed by the decomposition of the identified repeats into maximal repeat elements and the 
mapping of the mosaic structures formed by these elements. SCANER’s speed allows extensive 
parameter tuning, processing Human Chromosome 22 in approximately 8 minutes (as compared 
to the multi-hour runs for RepeatModeler4 or RECON). SCANER also shows great promise in 
terms of sensitivity, with initial testing resulting in a five-fold increase in the number of bases 
identified as compared to RECON. 
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Inversion is a type of genomic mutation where a piece of DNA is replaced by its reverse
complement.  Characterization  of  inversions  has  been  useful  in  many aspects  of  biomedical
research.  In  the  past,  inversions  between  different  species  are   mostly  discovered  by  local
alignment.  Therefore,  the  size  of  detectable  inversions  is  determined  by  the  significance
threshold of local alignment. The study of very small inversions has been very limited due to
computational restrictions. We previously implemented a probabilistic approach to detect very
small inversions (which we call pico-inversions) between a pair of very closely related species
and discovered thousands of such inversions between human and chimpanzee [1]. However, the
accuracy of this approach decreases when the divergence of the pair of sequences increases. 

In  this  study,  we  use  multi-species  alignment  to  detect  pico-inversions  among  multiple
primate  genomes.  The sequence information from multiple species  can help to improve the
reliability  of  detecting  pico-inversions.  But  the  conflicting  inversion  relationship  among
multiple species also complicates the detection and verification of inversions. In the framework
we developed, potential pico-inversions are first obtained for each pair of species. The inversion
relationship  among  multiple  species  is  then  reconciled  based  on  the  species  tree.  Potential
inversions that cannot be reconciled are determined to be false positive. In the process of the
reconciliation, the inversions are also located to branches of the species tree. For each genomic
region (of multiple species)  with a potential  inversion,  we reconstruct  two sets  of ancestral
sequences with the maximum probabilities assuming there is no inversion (null hypothesis) and
there is an inversion (alternative hypothesis) respectively. We then use Bayes factor to test the
hypothesis based on the phylogenetic information [2]. The ones with significant evidence are
reported as true pico-inversions. 

We applied this framework to detect pico-inversions among human, chimpanzee, gorilla, and
orangutan. Hundreds of pico-inversions are found in each lineage and ancestor, most of which
were not reported before. The computation pipeline can be applied to more species. However,
simulation shows that this framework has high specificity and relatively low sensitivity. We still
work on to improve the sensitivity of the pipeline.

References

1. Minmei  Hou,  Ping  Yao,  Angela  Antonou,  Mitrick  A.  Johns.  Pico-inplace-inversions

between human and chimpanzee. Bioinformatics, 27(23):3266-3275, 2011. 
2. Minmei Hou, Ping Yao, Mitrick A. Johns.  Computation verification of a potential pico-

inversion with multi-species comparison.  To be appeared in  the Proceedings of BiCOB-
2013.

152



A novel parallel algorithm of biclustering based on the association rules

Yun Xue 1,*, Tiechen Li 1, Xiaohui Hu 1

1:School of Physics and Telecommunication Engineering, South China Normal University,
Guangzhou 510006,China 

Emails: Y. X. (xueyun@scnu.edu.cn); T. C. L. (ltch2013@gmail.com); X. H. H 
(huxh@scnu.edu.cn) 

Because of the ability of simultaneously capturing correlations among subsets of attributes 
(columns) and records (rows), biclustering is widely used in data mining applications such as 
biological data analysis, financial forecasting, and text mining, etc.  

However, the biclusters with coherent evolutions generally require a strictly monotonic 
variation. In this paper, we proposed a new non-strictly monotonic variation mode (i.e. a 
mixture of equal and ascending modes), which expands the scope of bicluster patterns. 

Furthermore, since biclustering is known to be a NP-hard problem, biclusters are identified 
through heuristic approaches in most algorithms whose results are non-deterministic. A new 
algorithm based on the association rules is proposed in this paper which is deterministic and 
enables exhaustive discovery of coherent evolution biclusters.  

Finally, the algorithm is parallelized to save the time for running. The experimental results 
show that the improved parallel algorithm achieves nearly linear speedups and has a better 
extension.
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High-throughput sequencing technologies have noticeably reduced the cost of DNA 
sequencing, which has been proved central to the study of molecular Biology, and significantly 
increase the ‘read’ production rate. that is ,these platforms execute billions of simultaneous 
sequencing reactions, produce tons of digital images captured the information of nuclear acid 

probes .and use a so called ‘base calling’ pipeline to translate these raw data to ‘reads”—strings 
of A,C,G, or T’s .Even so,there still are some challenges associated with reducing the error rate, 
For example these platforms suffer from similar signal distortion factors: Fluorophore Crosstalk, 
which results from the overlap of the emission spectra of the fluorophores. A 4*4 matrix G can 

be established to describe this overlap .Here we present a improved model for the 

determination of matrix G. In this model we use the density of plots in the 4-dimension 
fluorescence intensity space to determine the elements of matrix G. this model was applied on 
AG100,a second generation high-throughput sequencer which use cyclic sequencing-by-ligation 

chemistry reactions. This model proved itself faster and robust . 
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The poster abstract should include the Prostate cancer is the third most common cause of
male cancer deaths in developed countries, with castration resistance being the most challenging

clinical problem. Here we report an investigation into novel transcripts in primary prostate
cancers (PCs), and castration resistant prostate cancers (CRPCs) in particular. We characterized
28 PCs, 13 CRPCs, and 12 benign prostatic hyperplasias (BPH) using deep transcriptome
sequencing (RNA-seq). Reference-based transcriptome assembly uncovered 145 previously

unannotated intergenic PC associated transcripts or isoforms. The expression patterns of the
transcripts were confirmed in two previously published independent cohorts of primary tumors
(n=30 and n=34),  21 PC cell  lines,  and 25 normal  tissues or  cell  lines.  By integrating publicly
available ChIP-sequencing data and transcription factor (TF)-transcript expression correlations,

we identified a transcript that positively correlated with ERG expression and exhibited an ERG
binding event in a PC cell line coinciding with the canonical ETS-family TF binding motif at its
proximal promoter region. Enrichment of histone modification H3K4me3 and PolII at the
promoter of the transcript in the cell line provided further evidence of open chromatin and

active transcription. We downregulated the expression of the transcript with siRNAs in the cell
line and observed a decrease in cell growth and reduced migration, invasion and colony
formation. Annexin V assay indicated increased rate of apoptosis in the cells. Pathway analysis
indicated that cell cycle, mitosis and apoptosis were the most extensively affected cellular
processes. These results suggested that the transcript significantly affects tumor growth in ETS-

positive prostate cancers.
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Genome assembly is usually performed in two steps: contig (continuous genome 
subsequences) assembly and scaffold (ordered contig set) assembly. Mate-pair reads with 
typical insert size of several thousand base-pairs are used for scaffold assembly. Scaffold 
assembly usually consists of two stages: estimation of the distance between contigs and finding 
the order of contigs in scaffolds. 

For the distance estimation reads are aligned to contigs. For reads alignment we use Bowtie. 
The proposed algorithm uses a common assumption of mate-pair insert size normal distribution. 
The likelihood function for each pair of contigs connected by mate-pair reads takes into 
consideration not only reads that connect a pair of contigs but also contigs lengths and the 
number of mate-pair reads that do not connect the pair of contigs. 

For the contig ordering graph is constructed where nodes represent contigs and edges 
represent mate-pair reads. Nodes having a degree above some threshold are removed to simplify 
the graph. The remaining graph looks like a number of chains that still have a couple of 
complex parts. To order contigs in these parts maximum likelihood approach is used. For every 
possible contigs ordering most likely distances between them are found using gradient descent 
and the order that has a maximum likelihood is taken as the result. 

 The algorithm has been tested on Illumina reads of E. Coli bacteria. Contigs were built 
from pair-end reads. All the data as well as reference genome sequence are available on the 
internet: http://genome.ifmo.ru/node/17. The distance estimation results were compared with 
SOPRA (http://www.biomedcentral.com/1471-2105/11/345) that uses average distance as 
estimation. The proposed algorithm is closer to the actual value than SOPRA in 67% of cases 
and in other 15% results are the same. The mean error is -2 and -99 for the proposed algorithm 
and SOPRA respectively while the error standard deviation is 489 and 1881. The scaffolding 
results were compared with OPERA (http://www.ncbi.nlm.nih.gov/pubmed/21929371). Total of 
13 non-singleton scaffolds were built against 17 for OPERA. These scaffolds cover 81% of 
reference genome sequence against 95% for OPERA and N50 is 416405 against 474009. Total 
of 5% and 3% erroneous connections were found in the resulting scaffolds of the proposed 
algorithm and OPERA respectively. 
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Kinases and phosphatases are large protein families and play key roles in various biological 
processes like cell cycle and proliferation. Recent advances have revealed that some of the 
kinases and phosphatases may act as oncoproteins in human cancers and alternative splicing can 
have a significantly impact on the function of kinases and phosphatases and thus to some extent 
plays a role in oncogenic process in tumor progression.  RNA-Seq has become a promising tool 
to identify differential alternative splicing between samples. To have a better understanding on 
what kinase and phosphatase genes would have alternative splicing events and how they would 
function during prostate cancer progression, we collected 518 kinases and 157 phosphatases, 
and performed  differential  alternative  splicing  analysis  from  two  published  RNA-Seq  
datasets  of prostate  cancer, with  an  exon-centric  method  we  developed  for  detecting  
differential  splicing named DSGSeq [1] and estimated isoform ratio of differential splicing 
genes with NURD [2].  We detected differential splicing genes with possible splicing loci and 
genes that undergo isoform switching events that may play role in prostate cancer progress. 
Further functional enrichment analysis  of  differential  splicing  genes  was  found  to  be  
related  to  prostate-cancer-specific pathways. An example gene CDK5 is found to be carried 
out major isoform switching event and may be functional in cancer cell migration.  
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Autism is a complex disorder resulting in profound behavioural and emotional problems. 

Gastrointestinal (GI) disorders and associated symptoms are commonly reported in autistic 

patients, suggesting the potential role of the abnormal GI microbiota in autistic children. It is 

generally appreciated that onset of autism is known to occur often following antimicrobial 

therapy. Additionally, antimicrobials are known to have a significant effect in both the relapse 

and continuation of the autistic condition. It has been reported that the count of clostridial 

species in stools of autistic children was higher than in control children. Pyrosequencing study 

of the fecal microflora of autism children showed the significant difference between groups of 

varying severities of autism at the phylum level. We analyzed the fecal microbiota of two autism 

pedigrees and two healthy children using the SOLiD high-throughput sequencing technology, in 

order to find the specific bacterial in autism subjects. More than 700 bp of the 16S rRNA gene 

were amplified, randomly sequenced and aligned with RDP II database, resulting in 763 genera 

assigned. At the phylum level, Firmicutes showed the most abundance in all the subjects, while 

Actinobacteria appeared to be the second abundant in autism children rather than 

Proteobacteria in healthy children. There were 9 genera discovered only in autistic subjects: 

Methylococcus, Caenispirillum, Azoarcus, Cryobacterium, Nesterenkonia, Gordonia, 

Herbidospora, Brachybacterium, Leptolinea. The UniFrac results showed that no significant 

difference occurred between autism and healthy children.  
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Motivation: Messenger RNA expression is important in normal development and 
differentiation, as well as in manifestation of disease. RNA-seq experiments allow for the 
identification of differentially expressed (DE) genes and their corresponding isoforms on a 
genome-wide scale. However, statistical methods are required to ensure that accurate 
identifications are made. A number of methods exist for identifying DE genes, but far fewer are 
available for identifying DE isoforms. When isoform DE is of interest, investigators often apply 
gene-level (count-based) methods directly to estimates of isoform counts. Doing so is not 
recommended. In short, estimating isoform expression is relatively straightforward for some 
groups of isoforms, but more challenging for others. This results in estimation uncertainty that 
varies across isoform groups. Count-based methods were not designed to accommodate this 
varying uncertainty and consequently application of them for isoform inference results in 
reduced power for some classes of isoforms and increased false discoveries for others. 
Results: Taking advantage of the merits of empirical Bayesian methods, we have developed 
EBSeq for identifying DE isoforms in an RNA-seq experiment comparing two or more 
biological conditions. Results demonstrate substantially improved power and performance of 
EBSeq for identifying DE isoforms. EBSeq also proves to be a robust approach for identifying 
DE genes.   
Availability: An R package containing examples and sample data sets is available at 
http://www.biostat.wisc.edu/~kendzior/EBSEQ/ 
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Assembly of highly polymorphic diploid genomes (with polymorphism level 1-10%) is a compu-

tationally hard problem. Several approaches have already been proposed for assembling such datasets

(Vinson et al 2005 [1]; N.Donmez, M. Brudno 2011 [2]), but all known methods are based on overlap-

layout-consensus and cannot be applied to NGS (Next Generation Sequencing) data. Existing NGS

assemblers are inefficient too: they do not use information about genome diploidy which, as we show

in this work, can help improve assembly. We present an algorithm for assembling highly polymorphic

diploid genomes for NGS data, that is able to utilize information about diploidy. Our approach com-

bines de Bruijn graph based methods for computing draft contigs with an application of the overlap

graph constructed from draft contigs; the overlap graph is used to improve assembly and search for

polymorphism. Due to high polymorphism level, sequences of overlapping contigs may differ sig-

nificantly, which further complicates the construction of an overlap graph. We present an algorithm

for the search of contig overlaps based on polymorphism masking done with a modification of the de

Bruijn graph. This lets us find overlaps by analyzing draft contigs mapping to the modified de Bruijn

graph. The algorithm has been tested on a dataset corresponding to the mix of two libraries obtained

by sequencing of two genomes with 5% difference. Our experiments demonstrate that the resulting

assembly considerably improves even upon the results of assembly where each individual dataset was

processed separately.
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Recent study revealed that most human genes have alternative splicing through RNA-seq. As 
differences in the relative abundance of the isoforms of a gene can have significant biological 
consequences, identifying genes that are differentially spliced between two groups of samples is 
having been an important task in the study of transcriptomes with next-generation sequencing 
technology. There have been several methods aimed to detect differential splicing genes, but 
most of them were designed for comparing two individual samples. Recently we studied the 
question of identifying genes that are differentially spliced between two groups of samples and 
proposed one exon-based method used an NB-statistic with the negative binomial model to 
detect differential splicing [1]. This was a new route to study alternative splicing quantitatively 
in an exon-centric manner.  

 
We implemented this method named DSGseq, which can detect differentially spliced genes 

between two groups of samples. It is designed for comparing two groups of RNA-seq samples 
and does not need to infer isoform structure or to estimate isoform expression. With counting 
exons’ covered reads and then applying the software DSGseq, one can identify differentially 
spliced genes between two groups of samples, as well as the exons that contribute the most to 
the differential splicing. Simulation experiments showed that the proposed method performs 
well on both detecting differentially spliced genes and identifying the alternative exons. 
Experiments on real RNA-seq data of human kidney and liver samples illustrated the method’s 
good performance and applicability. DSGseq is written in R and can run on all major computer 
platforms running Windows or Unix/Linux. The software tool is available at: 
http://bioinfo.au.tsinghua.edu.cn/software/DSGseq for free academic use. 

References 

1. Weichen Wang, Zhiyi Qin, Zhixing Feng, Xi Wang and Xuegong Zhang, 2012. Identifying 
differentially spliced genes from two groups of RNA-seq samples. Gene, 
http://dx.doi.org/10.1016/j.gene.2012.11.045.  

164



Use of  uneven read coverage depth in bacterial single-cell repeat

resolution

Dmitry Antipov 1, Ksenia Krasheninnikova 1,*, Pavel A. Pevzner 1,2

1: Algorithmic Biology Laboratory, St. Petersburg Academic University, Russian Academy of          
Sciences, St. Petersburg, Russia, 194021.

2: Department of Computer Science & Engineering, University of California, San Diego, La Jolla,             
USA, CA 92093-0404

*: To whom correspondence should be addressed.

Emails: DA (dmitrij.antipov@gmail.com); KK (krasheninnikova@gmail.com); PP     
(ppevzner@ucsd.edu)

One of the main single-cell sequencing data characteristics is highly uneven read coverage            
depth. However, coverage is likely to be uniform locally, so that closely located genomic regions              
have similar read coverage. This observation can be used to resolve repeats in single-cell             
genome assembly. In this work we propose an algorithm that uses uneven coverage for repeat              
resolution and is designed for compressed de Bruijn graph. The algorithm consists of two steps:              
detection and resolving of repetitive elements.

Firstly, we use compressed de Bruijn graph structure and paired-end reads (if available) to             
detect edges that are likely to appear in genome more than once (repetitive edges). We define               
repetitive element as a group of such adjacent repetitive edges. We consider these elements to              
appear in genome several times and edges that surround these repetitive elements to represent             
unique genomic sequence.

The second step aims to match the incoming edges to outgoing, which are adjacent to the               
same repetitive element. To do so we analyze coverage values of incoming and outgoing edges.              
Since we assume that local coverage is uniform, we choose one incoming edge and one outgoing               
edge with similar coverage and thus likely to be located in the same genomic region. In order not                 
to introduce misassemblies we ignore cases when more than a pair of incoming and outgoing              
edges have similar coverage.

The proposed approach was tested with SPAdes genome assembler [1]         
(http://bioinf.spbau.ru/spades) and demonstrates a notable assembly quality improvement.
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Currently almost 4000 complete genomes are available (http://www.genomesonline.org/). 
This massive amount of data gives us the chance to try to answer many questions associated to 
bacteria. 

Every month thousands of people get infected and many die because of pathogen bacteria. 
Pathobuster is a webserver that allows also people with a low knowledge of computers to 
upload a genome (complete or draft) or raw reads from clinical samples and have an estimation 
of how dangerous is the unknown organism. Understanding how dangerous it is could help in 
detecting possible bacterial outbreaks and intervene in time to save human lives.  

Pathobuster can analyse all kind of bacteria in less than 10 minutes by identifying genes 
associated to pathogenicity. In case of raw reads the webserver will first perform a denovo 
assembly and then use the obtained draft genome for the analysis. 

Pathobuster will be available for everybody and free of charge, and will be one of the 
services offered by the Center for Genomic Epidemiology, which aim is to detect and control 
bacterial outbreaks (http://www.genomicepidemiology.org/). 
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TP53 is one of the most commonly mutated genes in human cancer.  In 
wild type form, TP53 functions as a tumor suppressor gene by negatively 
regulating cell cycle and inducing apoptosis to preserve genomic stability.  
In non-small cell lung cancer (NSCLC), mutations of TP53 occur in nearly 
90% of squamous cell carcinomas and roughly 50% of adenocarcinomas.  
Clinical studies suggest that NSCLCs with TP53 alterations have less 
favorable prognosis and may confer tumor resistant to chemotherapy and 
radiation.  Therefore, it is highly desirable to develop robust and efficient 
ways to determine the genetic status of TP53 or other highly targetable 
genes.   Utilizing the Next Generation Sequencing (NGS) based high 
throughput technologies, we explored the use of the PacBio Single 
Molecule SMRT sequencer for rapid and high-throughput, targeted gene 
sequencing for the entire coding region of the TP53 gene.  Using a 
multiplex PCR strategy, the entire 11 coding exons of the TP53 gene were 
amplified in a single well and indexed for each sample.  SMRTbell libraries 
were then generated after pooling up to 8 samples.  After bead-purification 
of the PCR products, single molecule sequencing was then carried out to 
generate up to 75,000 circular consensuses reads (CCR) per SMRT cell.  
Our results show that the CCRs generated high quality sequences that 
were accurate and detected mutations present at less than 10% of the 
alleles in the sample.   Our experience sequencing 50 lung adenomas with 
and without TP53 gene mutations demonstrate that PacBio single 
molecule sequencing can provide a highly robust, reliable and cost 
effective method for rapid identification of genetic changes commonly 
associated with cancer development and progression.  This approach is 
also easily applicable for the rapid analysis of any other candidate genes of 
biological and clinical interest. 
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With the current accumulation of metagenome data, it is possible to build a database of 

rigorously selected metagenomic samples (also referred as “metagenomic communities” here) 

of interests. Any metagenomic samples could then be searched against this database to find the 

most similar sample(s). However, on one hand, current databases with a large number of 

metagenomic samples mostly serve as data repositories but not well annotated database, and 

they only offer few functionalities for analysis. On the other hand, the few available methods to 

measure the similarity of metagenomic data could only compare a few pre-defined set of 

metagenome. It has long been intriguing scientists to effectively find similar microbial 

communities from a large repository, to know the meta-information of these samples and to 

examine how similar these samples are. 

In this study, we have proposed a novel system, Meta-Mesh (http://www.meta-mesh.org/), 

which includes a database and its companion analysis system that could systematically and 

efficiently search similar metagenomic samples. In the database part, we have collected more 

than 7, 000 high quality and well annotated metagenomic samples from the public domain and 

in-house facilities. The analysis part includes a list of tools which could accept metagenomic 

samples, build taxonomical annotations, and then search for similar samples against its carefully 

selected, well-organized and annotated database by a fast scoring function. It has a multi-thread 

submission portal and a well-designed data management client for easy submission of large and 

complex data sets and integrates a variety of viewers to provide a visualization solution for 

result analysis. Users can also use Meta-Mesh to compare their samples and get a similar score 

matrix. In the Meta-Mesh online service work, user access is protected to ensure data privacy.  

Meta-Mesh would serve as a database and data analysis system to quickly parse and identify 

similar metagenomic samples from a large pool of well annotated samples.  
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Drosophila melanogaster and Caenorhabditis elegans are two well-studied model organisms in 
developmental biology. Their morphological development differ greatly, yet we postulated that 
there may nonetheless be underlying shared developmental programs employing orthologous 
genes. The availability of modENCODE RNA-Seq data for developmental stages of the two 
organisms enables a transcriptome-wide comparison study to address this question. We 
undertook a comparison of their developmental time courses, seeking commonalities in 
orthologous gene expression. Our approach centers on using stage-associated orthologous genes 
to link the two organisms. For every stage in each organism, we select stage-associated genes 
which are defined as relatively highly expressed at that stage compared with others.  To test the 
dependence of a pair of D. melanogaster and C. elegans stages in terms of orthologous gene 
expression, we used an overlap statistic—the number of orthologous gene pairs associated with 
both stages. Under the null hypothesis that the two stages have independent gene expression 
profiles, a p-value can be calculated for the overlap statistic.  
 
We first carried out the test on pairs of stages within D. melanogaster and C. elegans 
respectively, and we found that temporally adjacent stages in both species exhibit high 
dependence in gene expression, supporting the validity of this approach. We also found other 
connections, such as female fly adults having similar stage-associated genes as fly embryos. 
Most important, when comparing fly with worm, we observed a strong colinearity of their 
developmental time courses from early embryos to late larvae. Another parallel collinear pattern 
is found between fly white prepupae through adults and worm late embryos through adults. 
Small p-values are also observed between fly early embryos and worm adults, between fly 
female adults and worm early embryos, and between fly female adults and worm adults. Our 
results are the first findings regarding the comparison between D. melanogaster and C. elegans 
time courses. Investigating stage-associated genes overlapped between stages shows that many-
to-one fly-worm orthologs are key factors leading to the two collinear patterns. Some orthologs 
having known biological functions have been verified to play similar roles in both organisms, 
and their mapping in this study may help inform their functions in the development of D. 
melanogaster and C. elegans. 
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High-throughput RNA sequencing (RNA-seq) data provides a powerful protocol for the 
analysis of transcriptomes. Currently, a number of assemblers, including reference-based and de 
novo assemblers, have been developed to analyze RNA-seq data. De novo assemblers are 
advantageous in their capability to detect novel transcripts and provide an opportunity to find 
new isoforms and to estimate their abundance. However, because currently available de novo 
assemblers cannot correctly distinguish sequencing errors and biological variations implied in 
the data, they cannot achieve both good sensitivity and specificity at the same time. In addition, 
gene expression level can vary significantly across genes and the read abundance will 
accordingly vary vastly. This large variation makes it difficult for currently available assemblers 
to distinguish errors in highly expressed transcripts from truly low expressed transcripts. 

 
In this paper, we propose a new algorithm, Alignment Free Assembly Method (AFAM), that 

can achieve good sensitivity and specificity simultaneously. This assembler is based on the de 
Bruijn graph, which takes exact match for local connection and combines with artificial mate 
(pairs of k- mers in the same read) to distinguish different branches in the de Bruijn graph. 
Furthermore, we set multiple thresholds for k-mer occurrence in reads to address the fact that 
there are more errors in high abundance regions than low abundance regions. Comparison with 
popular de novo assemblers shows that AFAM performs better in both sensitivity and 
specificity than other assemblers at a variety of sequencing depth. We also compared the 
performance of AFAM and other assemblers on a single cell sequencing data of mouse 
blastomere. We found that AFAM predicted similar number of new exon-exon junctions but 
with the lowest error rate. 
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Motivation: Identification of rare variants through large scale resequencing is important for 
understanding complex disease. Population studies that involve sequencing thousands of 
individual genomes for charactering rare variants are still unaffordable until now, regardless of
the drop in the price of next generation sequencing (NGS). Nevertheless group testing (GT) 
based overlapping pool design which greatly reduces sequencing pools to identify all the 
individuals helps to solve this problem.

Results: Here, taking advantage of quantitative information in sequencing results, we 
propose a random overlapping pool design algorithm that enables efficient recovery of variant 
carriers in groups of individuals with less cost. First of all, the optimal depths of coverage for
pooled sequencing are computed based on a mathematic model. Random k-set pool design is 
used with appropriate selected parameters to guarantee the efficiency. Utilizing the information 
of reads number, we design a fast heuristic probability decoding algorithm to classify variant
carriers. The results of simulation experiments with DNA preparation bias and sequencing 
errors indicate that our method performs similar or better compared with other previous 
algorithms in all aspects, including the amount of DNA libraries, data requirement and mixing 
procedure.
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Somatically-acquired translocations may serve as important markers for assessing the cause and nature of diseases 
like cancer. Algorithms to locate translocations may use next-generation sequencing (NGS) platform data. However, 
paired-end strategies do not accurately predict precise translocation breakpoints, and “split-read” methods may lose 
sensitivity if a translocation boundary is not captured by many sequenced reads. To address these challenges, we 
have developed “Bellerophon”, a method that uses discordant read pairs to identify potential translocations, and 
subsequently uses “soft-clipped” reads to predict the location of the precise breakpoints. Furthermore, for each 
chimeric breakpoint, our method attempts to classify it as a participant in an unbalanced translocation, balanced 
translocation, or interchromosomal insertion. We compared Bellerophon to four previously published algorithms for 
detecting structural variation (SV). Using two simulated datasets and two prostate cancer datasets, Bellerophon had 
overall better performance. Our method accurately predicted the presence of the interchromosomal insertions placed 
in our simulated dataset, which is an ability that the other SV prediction programs lack. The combined use of paired 
reads and soft-clipped reads allows Bellerophon to detect interchromosomal breakpoints with high sensitivity, while 
also mitigating losses in specificity. This trend is seen across all datasets examined. Because it does not perform 
assembly on soft-clipped subreads, Bellerophon may be limited in experiments where sequence read lengths are 
short. 
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Background: RNA-seq, a next-generation sequencing based method for transcriptome 
analysis, is rapidly emerging as the method of choice for comprehensive transcript 
abundance estimation. The accuracy of RNA-seq can be highly impacted by the purity of 
samples. A prominent, outstanding problem in RNA-seq is how to estimate transcript 
abundances in heterogeneous tissues, where a sample is composed of more than one cell 
type and the inhomo-geneity can substantially confound the transcript abundance 
estimation of each individual cell type. Although experimental methods have been 
proposed to dissect multiple distinct cell types, computationally "deconvoluting" 
heterogeneous tissues provides an attractive alternative, since it keeps the tissue sample as 
well as the subsequent molecular content yield intact. 
Results: Here we propose a probabilistic model-based approach, Transcript Estimation 
from Mixed Tissue samples (TEMT), to estimate the transcript abundances of each cell 
type of interest from RNA-seq data of heterogeneous tissue samples. TEMT incorporates 
positional and sequence-specific biases, and its online EM algorithm only requires a 
runtime proportional to the data size and a small constant memory. We test the proposed 
method on both simulation data and recently released ENCODE data, and show that TEMT 
significantly outperforms current state-of-the-art methods that do not take tissue 
heterogeneity into account. Currently, TEMT only resolves the tissue heterogeneity 
resulting from two cell types, but it can be extended to handle tissue heterogeneity resulting 
from multi cell types. TEMT is written in python, and is freely available at 
https://github.com/xhxielab/TEMT. 
Conclusions: The probabilistic model-based approach proposed here provides a new 
method for analyzing RNA-seq data from heterogeneous tissue samples. By applying the 
method to both simulation data and ENCODE data, we show that explicitly accounting for 
tissue heterogeneity can significantly improve the accuracy of transcript abundance 
estimation. 
Keywords: RNA-seq, Tissue Heterogeneity, Mixture Model, Online Expectation-
Maximization, Positional Bias, Sequence-specific Bias, ENCODE 
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Mammalian genome sequence data are being acquired in large quantities and at enormous speeds. We now 

have a tremendous opportunity to better understand which genes are the most variable or conserved, and what 

their particular functions and evolutionary dynamics are, through comparative genomics. We chose human 

and eleven other high-coverage mammalian genome data – as well as an avian genome as an outgroup – to 

analyze orthologous protein-coding genes using nonsynonymous (Ka) and synonymous (Ks) substitution rates. 

After evaluating eight commonly-used methods of Ka and Ks calculation, we observed that these methods 

yielded a nearly uniform result when estimating Ka, but not Ks (or Ka/Ks). When sorting genes based on Ka, 

we noticed that fast-evolving and slow-evolving genes often belonged to different functional classes, with 

respect to species-specificity and lineage-specificity. In particular, we identified two functional classes of 

genes in the acquired immune system. Fast-evolving genes coded for signal-transducing proteins, such as 

receptors, ligands, cytokines, and CDs (cluster of differentiation, mostly surface proteins), whereas the 

slow-evolving genes were for function-modulating proteins, such as kinases and adaptor proteins. In addition, 

among slow-evolving genes that had functions related to the central nervous system, neurodegenerative 

disease-related pathways were enriched significantly in most mammalian species. We also confirmed that 

gene expression was negatively correlated with evolution rate, i.e. slow-evolving genes were expressed at 

higher levels than fast-evolving genes. Our results indicated that the functional specializations of the three 

major mammalian clades were: sensory perception and oncogenesis in primates, reproduction and hormone 

regulation in large mammals, and immunity and angiotensin in rodents. Our study suggests that Ka 

calculation, which is less biased compared to Ks and Ka/Ks, can be used as a parameter to sort gene s by 

evolution rate and can also provide a way to categorize common protein functions and define their interaction 

networks, either pair-wise or in defined lineage s or subgroups. Evaluating gene evolution based on Ka and Ks 

calculations can be done with large datasets, such as mammalian genomes. 
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Over the past 10 years, genomes of cultivated rice cultivars and their wild counterparts have been 

sequenced although most efforts are focused on genome assembly and annotation of two major 

cultivated rice (Oryza sativa L.) subspecies, 93-11 (indica) and Nipponbare (japonica). To integrate 

in-formation from genome assemblies and annotations for better analysis and application, we now 

intro-duce a comparative rice genome database, the Rice Genome Knowledgebase (RGKbase, 

http://rgkbase.big.ac.cn/RGKbase/). RGKbase is built to have three major components: (i) integrated 

data curation for rice genomics and molecular biology, which includes genome sequence assemblies, 

transcriptomic and epigenomic data, genetic variations, quantitative trait loci (QTLs) and the relevant 

literature; (ii) User-friendly viewers, such as Gbrowse, GeneBrowse and Circos, for genome 

annotations and evolutionary dynamics and (iii) Bioinformatic tools for compositional and synteny 

analyses, gene family classifications, gene ontology terms and pathways and gene co-expression 

networks. RGKbase current includes data from five rice cultivars and species: Nipponbare (japonica), 

93-11 (indica), PA64s (indica), the African rice (Oryza glaberrima) and a wild rice species (Oryza 

brachyantha). We are also constantly introducing new datasets from variety of public efforts, such as 

two recent releases—sequence data from 1000 rice varieties, which are mapped into the reference 

genome, yielding ample high-quality single-nucleotide polymorphisms and insertions–deletions. 
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Regulation of gene expression includes a wide range of mechanisms used by cells to 

increase or decrease the production of specific gene products, but the mechanism of 

regulation of gene transcription remains elusive.  Promoters and distal elements such 

as enhancers are involved in looping interactions and spatial proximity important for 

gene regulation. Yeast cells have provided an excellent model system to investigate long 

range interaction in eukaryotic cells at different stages of one cell cycle.  

Here, more than 90% of the cell population was arrested in G1/S by the 

block-and-release method: First we treated cells with 5μg/ml α-factor for 3h to stop 

cells at G1/S transition point, with cell enlarged, unbudded and having “schmoo” 
morphology; then cells were released in YPD medium prewarmed at 30°C to pass 

START point. With flow cytometry, at G1/S transition point (i.e. START point), we 

observed that most cells (>75% of cell population) showed a higher peak, indicating 1N 

DNA content. A lower peak behind showed cells (<10% of cell population) with 2N 

DNA content. Cells (~15% of cell population) between two peaks were in S phase. As 

cells passed START point, more and more cells were getting larger and started budding. 

Next we did ChIA-PET (chromatin interaction analysis by paired-end tag sequencing) 

to provide a genome-wide map of chromatin interactome bound by RNA Polymerase II 

at base-pair resolution. Superresolution microscope (STORM/PALM) imaging will help 

us visualize and confirm these long-range interactions. Promoters and distal elements 

are engaged in multiple long-range interactions to form complex networks. We will next 

set up a math model to describe the complex relationship among these regulatory 

elements based on ChIA-PET and ChIP-seq data, to understand the mechanism of 

regulation of gene transcription in eukaryotic cells in a better way. 

 
Keywords: Long-range DNA interaction, budding yeast, synchronization, G1/S 
transition point, ChIA-PET 
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Chromatin states which are marked by different histone modifications and histone variants 

are key factors that regulate gene expression. Recently, as the ChIP-Seq technology has been 

widely applied to derive the histone modification profiles in different cell types, a mass of high 

throughput epigenetic data can be derived which enable researchers to discover the principles of 

epigenetic code at genome scale. It has been reported that the chromatin statuses are highly 

correlated with the underlying chromatin function, and histone modifications profiles could be 

used to predict where the functional chromatin domains like promoters or enhancers are located. 

But despite existing works, there is still large room for improvement in prediction accuracy and 

discovery of functional patterns in un-annotated genomic regions. 

Here we proposed a new computational approach to find functional chromatin state motifs 

patterns. We reasoned that the function of a nucleosome is related to its neighbors, and 

functional chromatin regions could be defined as chromatin state motifs.  First, we used a 

hidden markov model to compress the high-dimension histone modification profiles into one 

dimension markov state chain. Then we introduced supervised and unsupervised machine 

learning methods to see whether there are motifs significantly related to known genome 

functions or enriched in unmarked positions for further analysis. Finally we got key patterns of 

state which could be used to predict functional chromatin regions in annotated and un-annotated 

genomic areas. 

  

 

Key words: epigenetic; hidden markov model; chromatin state motif discovery; 
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With the fixation of a whole genome duplication (WGD) in a species, two very different 
types of mechanism may operate simultaneously to scramble gene order on the chromosomes. 
One consists of rearrangement events, notably inversion, reciprocal translocation, and 
chromosome fusions and fissions. The other is duplicate gene loss on a massive scale, affecting 
both members of each pair of homeologous chromosomes or regions, a process called 
fractionation.  

The algorithmic study of rearrangements in genomes containing single copies of each gene 
has been extended to allow multiple gene copies and gene insertion and deletion. However, it is 
misleading to analyze the results of fractionation in terms of parsimonious combinations of 
rearrangement, insertion and deletion events, because these yield systematically biased results.  

We show how to analyze fractionated genomes in three steps. The first is through a 
consolidation algorithm, with finds common (but incomplete) intervals in all the descendant 
genomes which descend from identical in- tervals in the original polyploid. The entire genomes 
are partitioned into such intervals. The second step is to reconstruct an ancestor using any of the 
standard techniques but where the genes are replaced by consolidated intervals. Finally each 
interval is sorted internally.  

A simulation study shows that taking account of fractionation, as distinct from an 
insertion/deletion approach, produces a more accurate account of gene order evolution.  

We apply our methods to reconstruct the gene order of a number of ancestral flowering 
plants, specifically the cereals, and the core eudicots. 
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Chromatin modifications have been comprehensively illustrated to play important roles in 
gene regulation and cell diversity in recent years. Given the rapid accumulation of genome-wide 

chromatin modification maps across multiple cell types, there is an urgent need for 

computational methods to analyze multiple maps to reveal combinatorial modification patterns 

and define functional DNA elements, especially those are specific to cell types or tissues. In this 

current study, we developed a computational method using differential chromatin modification 
analysis (dCMA) to identify cell-type specific genomic regions with distinctive chromatin 

modifications. We then apply this method to a public dataset with modification profiles of nine 

marks for nine cell types to evaluate its effectiveness. We found cell-type specific elements 

unique to each cell type investigated. These unique features show significant cell-type specific 

biological relevance and tend to be located within functional regulatory elements. These results 

demonstrate the power of a differential comparative epigenomic strategy in deciphering the 

human genome and characterizing cell specificity.  
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Nucleosome positioning and histone modifications are very important epigenetic factors 

regulating gene expression. Recent high-throughput technologies, such as ChIP-seq and 

MNase-seq, which combine ChIP with next-generation sequencing technique, have generated 

genome-wide nucleosome position maps and histone modification distributions. Typical 

patterns of nucleosome positioning and histone modifications in the vicinity of transcription 

start sites (TSS), transcription termination sites (TTS) and transcription factor binding sites 

(TFBS) have also been studied. Existing data analyzing methods usually generate the average 

histone modification enrichment profiles by counting the number of shifted or extended tags 

that fall at each position along the region surrounding TSS, TTS or TFBS, without the control of 

underlying nucleosome occupancy. However, a genome region with low nucleosome occupancy 

but high histone modification level may be covered as many tags as the genome region with 

high nucleosome occupancy but low histone modification level. Here we develop a new method 

eliminating nucleosome background from histone modification data to generate the relative 

enrichment of histone modification tags surrounding TSS and TFBS. 

Our results reveal that histone modification profiles after nucleosome background 

elimination exhibit distinct signal profiles comparing with original ones in the vicinity of TFBS 

and TSS. The depletion of most histone modification profiles at TFBS or TSS disappear in the 

relative tags enrichment profiles, indicating that the troughs of histone modification signal at 

these sites are mainly caused by nucleosome depletion. Besides, as the three lysine methylation 

states compete for the single lysine, H3K27 methylation signals after nucleosome background 

elimination exhibit higher and wider peaks at the TSSs as the modification moves from mono- 

to di- to trimethylation, suggesting that H3K27me2 and H3K27me3 may repress gene 

expression by their high occupancies at the TSSs. 

In conclusion, our method, which tries to remove nucleosome background from histone 

modification profiles, provides a fresh perspective on histone modification data analysis. 
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Relative feature methods, the most widely used method alignment method is one of them, 
are efficient and powerful tools in the field of sequence analysis. We describe a novel relative 
feature method for the local analysis of complete genomes. The method is based on the 
relationship between the longest common words and the shortest absent words of two genomes 
we compared.  We find that the sum of all the lengths of the longest common words is an index 
reflecting the degree of the local segments belonging to the reference sequence even though the 
segments cover some gene arrangements. Based on that, a local distance measure called 
LODIST is proposed and it performs better than local alignment when the local region is large 
enough to cover some recombination genes. A distance measure called SILD.k.t with resolution 
k and step t is derived by the integral LODISTs of whole genomes. It is shown that the 
algorithm for computing the LODISTs and SILD.k.t is linear, which is fast enough to consider 
the problem of the genome comparison. We verify this method by recognizing the subtypes of 
the HIV-1 complete genomes and genome segments.  

References 

1. Lianping Yang, Xiangde Zhang, Tianming Wang, Hegui Zhu. Large Local Analysis of 

the Unaligned Genome and Its Application. Journal of Computational Biology, 20(1): 19-29, 
2013.   

 

188



MOABS: Model based analysis of bisulfite treated DNA methylation data 

Deqiang Sun, Wei Li, 

Division of Biostatistics, Dan L. Duncan Cancer Center
Department of Molecular and Cellular Biology 
Baylor College of Medicine 
One Baylor Plaza 
Houston, TX 77030 
deqiangs@bcm.edu

5-methylcytosine and 5-hydroxymethylcytosine can now be quantitatively measured at base level 
by whole genome bisulfite sequencing. However, lack of complete and accurate methods 
describing and utilizing digital methylation information from single base to region level, and lack of 
accurate and fast analysis pipeline are still two major challenges. They are now solved by MOABS, 
a complete, accurate and efficient solution for methylation data analysis. It seamlessly integrates 
alignment, methylation calling, identification of hypomethylation for one sample and differential 
methylation for multiple samples, and other downstream analysis. We show that it is aware of 
replicate reproducibility and accurate even at low coverage. It uses advanced algorithms and 
efficiently utilizes threads and clusters so that 2 billion aligned reads from two conditions can be 
processed lightening fast in 1 hour (vs more than 1 day by other pipelines) analyzing methylation 
on around 30 million CpGs. 
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Transcription factors play an important role during differentiation from human embryonic 
stem cells (hESCs) to cardiomyocyte. We earlier determined that retinoid signaling regulates the 

direction of cardiac differentiation to atrial and ventricular myocytes.  

We have identified eighteen transcription factors important for cardiomyocyte 
development. We performed a literature search and generated a regulatory network showing how 
these signaling molecules and transcription factors regulate each other. We further found 

evidence for six protein-protein interactions between them in the BioGrid database.  

Thereafter we measured gene expression levels of differentiated cardiomyocyte using 
microarrays and found 177 highly expressed genes in ventricular myocytes and 195 highly 
expressed genes in atrial myocytes. We discovered ten genes that are highly expressed in 
ventricular myocytes but completely suppressed by retinoid signaling and mildly suppressed by 

bone morphogenic protein (BMP) signaling.  

Then we constructed a model of regulation to illustrate the regulation process. These 
findings demonstrate that retinoid signaling and BMP signaling function complementarily to 

specify atrial versus ventricular myocytes differentiation from hESCs.  

Keywords: cardiomyocyte differentiation, gene regulation, expression pattern 
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Bacterial type-III effectors (TTEs) play a crucial role in pathogen-host interactions by 

directly influencing immune signaling pathways within host cells. Based on the hypothesis that 
type-III secretion signals may be comprised of some weakly conserved sequence motifs, here 
we used profile-based amino acid pair information to develop an accurate TTE predictor.  

For a TTE or non-TTE, we first used a hidden Markov model-based sequence searching 
method to detect its weakly homologous sequences and extracted the profile-based k-spaced 
amino acid pair composition (HH-CKSAAP) from the N-terminal sequences. In the next step, 
the feature vector HH-CKSAAP was used to train a linear support vector machine model, which 
we designate as BEAN (Bacterial Effector ANalyzer). We compared our method with four 
state-of-the-art TTE predictors through an independent test set, and our method revealed 
improved performance. Furthermore, we listed the most predictive amino acid pairs according 
to their weights in the established classification model. Evolutionary analysis shows that 

predictive amino acid pairs tend to be more conserved. Some predictive amino acid pairs also 
show significantly different position distributions between TTEs and non-TTEs. These analyses 
confirmed that some weakly conserved sequence motifs may play important roles in type-III 
secretion signals. The webserver and stand-alone version of BEAN are available at 
http://protein.cau.edu.cn:8080/bean/. 
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Regulation of gene expression is pivotal for most biological processes. Through an intricate 
interplay between signaling pathways and the transcription machinery, cells are able to cope 
with a plethora of environmental cues and internal processes. Here, we have collected 1,484 
gene deletion expression profiles in Saccharomyces cerevisiae, including protein kinases, 
protein phosphatases, components of ubiquitin and ubiquitin-like pathways, gene-specific 
transcription factors, chromatin modifiers, general transcription components and glucose 
sensing pathways. Of the 1,484 deletion mutants, 700 have an expression profile different from 
wildtype. Hierarchical clustering of the gene deletion expression profiles largely groups mutants 
together according to their protein complex or pathway membership. Clustering of the transcript 
profiles, groups the transcripts in biologically coherent clusters that in many cases correspond 
well with the binding sites of the known transcription factors. The degree to which genes affect 
each other transcriptionally is further investigated by constructing the genetic perturbation 
network. From this genetic perturbation network, significant recurrent network motifs are 
extracted and analyzed, revealing a metabolic regulatory circuit amongst others. By combining 
the genetic perturbation network with other functional genomics data, regulatory entry points 
for protein complexes can be pinpointed. Additional analyses aimed at further elucidating the 
transcriptional regulatory network are currently being pursued. 
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Transcription factors (TFs) regulate gene expression by binding to specific DNA sites in 
cis regulatory regions of genes. Most eukaryotic TFs are members of protein families that share 
a common DNA binding domain and have highly similar DNA binding preferences. However, 
individual TF family members (paralogous TFs) often have different functions and bind to 
different genomic regions in vivo. A potential mechanism for achieving regulatory specificity is 
through interactions with proteins co-factors. 

We present COUGER, a general framework for identifying putative co-factors that 
provide specificity to paralogous TFs. Our framework uses state-of-the-art classification 
algorithms (support vector machines and random forests) with features that reflect the DNA 
binding specificities of putative co-factors. The features are generated either from high-
throughput TF-DNA binding data (from protein binding microarray experiments), or from 
largely available DNA motif data. Our features take into account the fact that TF binding sites 
may occur in clusters [1]. 

COUGER can be applied to any two sets of genomic regions bound by paralogous TFs 
(e.g., regions derived from ChIP-seq experiments). The framework determines the genomic 
targets uniquely-bound by each paralogous TF, and identifies a small set of co-factors that best 
explain the genomic binding differences. 
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Many genome-wide sequencing projects have identified vast amount of long non-coding 

RNAs (lncRNAs) in eukaryotic genomes. Further studies confirmed the key roles of lncRNAs 

in many biological processes. Only few of them have been functionally characterized, and to

perform large-scale function annotation for lncRNAs is necessary and urgent. challenge. The 

network-based methods for lncRNA function prediction have been shown promising to tackle 

this challenge. Here we try to exploit a Markov random field (MRF) based method, which

outperformed other methods in the task of protein function prediction, for large-scale function 

prediction of lncRNAs on a coding-non-coding bi-colored network. First, for each individual 

function annotation, a model representing the distribution of this function annotation in the 

bi-colored network is constructed based on the Markov random field theory. Then, a Gibbs 

sampler derived from the model is applied to predict probable functions for lncRNAs. To get a

better performance, we restrict the application of MRF-method for those lncRNAs with at least

one functionally annotated neighbor in the network. Altogether, there are 571 lncRNAs 

functionally characterized by our method. The presented MRF-based method can achieve a

good performance with proper parameter tuning. Furthermore, the function annotation for 

lncRNAs are consistent with that by a newly published method lnc-GFP. Especially, other 

novel and more specific functions are assigned to the lncRNAs, which are confirmed by other 

individual studies. As a conclusion, our MRF-method provided more experiences for lncRNA 

function annotation task, and can give more accurate results for well connected lncRNAs in the 

network.
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The function of an RNA molecule is closely related to its structure, and comparative analysis 
of RNA structures can be useful to infer functions of novel RNAs. In such analysis, it is critical 
to have a means to measure distances between different RNA molecules, since pairwise distance 
is often the most fundamental information many data-analysis methods relies on. In this work, 
we propose a kernel-based approach to measuring distances between RNA structures. In this 
methodology, we first represent each RNA structure under study in an intermediate 
representation. The distance between two RNA structures then becomes the distance between 
their intermediate representations. To measure their distance, we use a special type of the 
Mercer kernel, effectively bypassing difficulties in handling RNAs of different lengths and 
structures. Using real RNA test data, we carry out data-mining tasks such as clustering to test 
the effectiveness of our approach. We also compare the proposed measure with the conventional 
edit distance metric for RNA structure comparison in terms of the fidelity to retrieving the 
labels of the test data.
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t(8;21) translocation, resulting in a fusion between transcription factor RUNX1 and an 
transcriptional co-repressor ETO, defines a distinct subtype of AML. Some studies 
demonstrated that the fusion protein recruits histone deacetylase complexes, while others said it 
would also activate genes. On the other hand, some studies have shown that DNA methylation 
can identify different subtypes of AML. To further investigate how RUNX1-ETO fusion protein 
(AE) alters epigenetic landscape and initiates leukemia, we measured DNA methylation of 
AML M2 patients with AE fusion and with normal cytogenetic and found distinct DNA 
methylation profile of AE-positive patients. Then, we integrated AE binding, RUNX1 binding, 
P300 binding and H3K9ac profile with DNA methylation, distinguished different binding 
patterns and built a Bayesian network to show how these components associate with each other 
leading to differential gene expression and malignancy in t(8;21) AML cells. The Bayesian 
network indicates that AE co-occupies with many other TFs, like HEB and FLT1, and AE 
binding affects H3K9ac through other proteins. We showed that AE plays a complex role in the 
leukemia cell, as we identified distinct patterns of AE binding promoters with respect to 
different methylation profiles. Globally, AE binding only slightly represses nearby gene 
expression, but AE binding influences more at less active chromatin site. 
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MicroRNAs (miRNAs) are small noncoding regulatory RNAs that play key roles in many 
diverse biological processes. With rapid development of next generation sequencing technique, 
lots of transcriptome data have been reported. Most analyses of transcriptome focus on the 
protein coding genes.  However, only half of the assembled contigs in transcriptome can be 
annotated as protein coding transcripts. For those non-coding transcripts, they are either un-
translated region (UTR) of mRNA or the transcripts of noncoding genes. Here we developed a 
pipeline to detect miRNA gene from insect transcriptome. The raw reads of transcriptome from 
brown planthopper Nilaparvata lugens were obtained from the SRA database. We re-assembled 
the transcriptome with Trinity, yielding 36,748 contigs. 20,674 contigs were annotated as 
protein coding genes and 16,074 contigs were treated as the noncoding contigs. We downloaded 
16,495 mature miRNAs from the miRbase and mapped them with noncoding contigs. Two 
mismatches were allowed for aligning known insect nature miRNAs with contigs, whereas three 
mismatches were allowed for alignment of non-insect mature miRNAs with contigs. The 
putative miRNA precursors were obtained by extracting two ~200 bp sequences flanking the 
mapped regions in contigs (+10 upstream, ~20 bp mapped region and -160 downstream). The 
second structures were predicted with RNAfold and the maximum free energies were calculated. 
We kept the sequences with stable stem-loop secondary structures (MFE ≤-25 kcal/mol) and the 
stem part in the hairpin structure should be more than 22 nt. We then used triplet-SVM to find 
true miRNA precursors, producing 19 miRNA genes. Finding miRNAs from the transcriptome 
provides useful information to study mRNA-miRNA interactions since they the identified 
miRNAs and mRNAs are from a same sample. 
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Enhancers are usually characterized by multiple transcription factor (TF) bindings in concert 
to target genomics DNA. In recent years, chromatin immunoprecipitation with massively 
parallel sequencing (ChIP-Seq) has become method of choice for genome-wide detection of the 
in vivo binding locations for individual TFs at high resolution. The wealth of data generated by 

these high-throughput experiments provides us with an opportunity to answer questions left 
open by previous analyses.  

In this analysis we used a total of 108 different TFs that are currently available in ENCODE 
[1]. Genome-wide enhancer predictions were made for four human cell lines (GM12787, K562, 

HepG2 and H1) using CSI-ANN, a tool developed in our lab [2-3] that predicts enhancers based 
on histone modification marks. Confidence levels of TF binding and enhancer prediction were 
used in this analysis to construct a TF-enhancer binding matrix with uncertainty on both 
dimensions. Using frequent itemsets mining on uncertain data, we investigated combinatorial 

TF interactions in enhancer regions across the four human cells.  
Our analyses show that the proposed method outperforms its predecessor by finding more TF 

interactions that are supported by known protein protein interaction data. We found that in 
different cell types the TF patterns are supported by enhancers close to genes enriched with very 

different GO terms. In addition, TFs that are involved in frequent combinatorial patterns have 
higher correlated expression profiles.  We identified characteristic binding site spacing between 
TFs and binding orders of TFs in enhancers.  
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Background: Normalization of microRNA (miRNA) expression profiles secures differential 
expression analysis between samples of different phenotypes or biological conditions, and 
facilitates comparison between experimental batches. There is mounting evidence that global 
shifts in miRNA expression patterns occur in specific circumstances, which pose a challenge for 
normalizing miRNA expression data. As an alternative to global normalization, which has the 
propensity to flatten large trends, normalization against constitutively expressed reference genes 
presents an advantage through their relative independence. This approach has been widely used 
in normalizing RT-qPCR expression data, and may be more consistent when large expression 
shifts exist in the biology of the samples.   

Methods/Results: We investigated the performance of reference-gene-based normalization 
for differential miRNA expression analysis of microarray expression data, and compared the 
results with other normalization methods, including: quantile, variance stabilization, robust 
spline, simple scaling, rank invariant, and Loess regression. The comparative analyses were 
executed on miRNA expression data from peripheral blood mononuclear cells derived from a 
cohort of schizophrenia patients and non-psychiatric controls. We proposed a consistency 
criterion for evaluating methods by examining the overlapping of differentially expressed 
miRNAs detected using different partitions of the whole data. Based on this criterion, we found 
that reference-gene normalization generally outperformed other normalization methods 
regardless of the methods used for differential expression analysis.  

Conclusions: We recommend the application of reference-gene-based normalization for 
miRNA expression data sets, and believe that this will yield a more consistent and useful 
readout of differentially expressed miRNAs, particularly in biological conditions characterized 
by large shifts in miRNA expression. We also believe this approach will aid the discovery and 
application of miRNA biomarkers and clinical diagnostics.  
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The detection of genomic structural variations remains one of the the most difficult challenges in an-
alyzing high-throughput sequencing data. Recent approaches have demonstrated that considering
multiple mappings of all reads, rather than only uniquely mapped discordant fragments, can im-
prove the performance of read-pair based detection methods. However, the computational require-
ments for storing and processing data sets with multiple mappings can be formidable. Meanwhile,
the growing size and number of sequencing data sets have led to intense interest in distributing
computation to cloud or commodity servers.

MapReduce, via its Hadoop implementation, is becoming a standard architecture for distributing
processing across such compute clusters. In this work we describe a novel conceptual framework for
structural variation detection in MapReduce/Hadoop based on computing local features along the
genome. Our framework uses Hadoop to take advantage of distributed computing to find all possible
read alignments using modern short-read aligners run with sensitive settings. We then provide an
architecture to first compute features for each genomic location from the relevant alignments, and
then to call structural variants from the set of all features across the genome.

In this framework, we have developed and evaluated a distributed deletion-finding algorithm based
on fitting a Gaussian mixture model (GMM) to the distribution of mapped insert sizes spanning
each location in the genome. A similar method was used in MoDIL[1]; however, our algorithm and
the Hadoop framework drastically reduce the runtime requirements and overall difficulty of using
this approach.

On simulated and real data sets of paired-end reads, our algorithm achieves performance similar
to or better than a variety of popular structural variation detection algorithms, including read-
pair, split-read, and hybrid approaches. Cloudbreak performs well on both small and medium
size deletions, and in our simulations has greater sensitivity at most fixed levels of specificity. We
also show increased performance in repetitive areas of the genome, identifying more deletions that
overlap repeats than other approaches in both simulated and real data.

In addition, our algorithm can accurately genotype heterozygous and homozygous deletions from
diploid samples. Using the parameters computed in fitting the GMM and a simple thresholding
procedure, we were able to achieve 88.0% and 94.9% accuracy in predicting the genotype of the
true positive deletions we detected in simulated and real data sets, respectively.

Finally, we have recently added the ability to detect insertions to Cloudbreak. Our implementation
and source code are available at https://github.com/cwhelan/cloudbreak.

[1] Lee, S. et al., 2009. MoDIL: detecting small indels from clone-end sequencing with mixtures of
distributions. Nat. Methods, 6(7), pp.473474.
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Sub-networks can reveal the complex patterns of the whole bio-molecular network by 
extracting the interactions that depend on temporal or condition specific context.  When genes 
interact with each other during cellular process, they may form differential co-expression 
patterns with other genes in different cell states. The identification of condition specific sub-
networks is of great importance for investigating how a living cell adapts to changing 
environments.

In this work, we propose an optimization model, which uses scoring parameters that jointly 
measure the condition-specific changes of both individual genes and gene-gene co-expression, 
to identify the condition specific sub-network that has maximal score. Finding maximal scoring 
sub-network is generally formulated as a combinatorial optimization problem. Bio-molecular 
networks are often large in scale. It is impossible to solve such a large combinatorial 
optimization problem exactly in reasonable time. To address this issue, we formulate the sub-
network identification problem as a continuous optimization problem which is an approximation 
of the general combinatorial problem based on the theorem due to Motzkin and Straus. It relates 
maximum cliques of a weighed graph to the optimization of a quadratic function under sparsity 
constraints. The optimization problem can be efficiently solved by the continuous genetic 
algorithm to find a single optimal sub-network which maximizes the quadratic objective 
function under sparsity constraints. 

We applied this model to analyze a real prostate data set. Compared with previous methods, 
the optimization model is more robust in identifying truly significant sub-networks of 
appropriate size and meaningful biological relevance.
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With the popularization of high-throughput technology,  a huge amount of quantitative 
data has been produced by microarray or mass spectrometry. Consequently, approaches to 
detect pathways or other functional categories, which are relevant to the underlying molecular 
mechanisms behind the expression profiles, have been developed in recent years. 

Most of the available methods only focus on the expression of genes or proteins and 
assume these biomolecules as independent units. This assumption ignores the correlation among 
biomolecules with similar functions or cellular localization, as well as the interactions among 
them manifested as changes in expression ratios. As a result, the independent assumption leads 
to inaccurate small p-values and often causes serious false positives.  

In this study, we present a method based on the statistical meta-analysis incorporating 
correlations of expression profiles among genes or proteins. The concept of meta-analysis 
integrates individual evidences for each of biomolecules into a total evidence for the functional 
category being evaluated. The proposed method uses the probabilities provided by the STRING 
database to estimate the correlation/interaction structure between biomolecules. After taking the 
dependencies into consideration, the proposed method will adjust the test statistics and provide a 
list of functional categories with more precise p-values. 
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Metagenomic studies of the human gut microbiome have revealed that intestinal living 
organisms play an important role in the human health. Most researches in this area focused on 
the taxonomical diversity and functional variety of the metagenome sampled from different 
individuals. From a system-level point of view, we try to construct and analyze a series of 
metagenomic networks, which reveal the underlying interactions between different units that 
compose the human gut microbiome. We collect two deep shotgun sequencing datasets of the 
gut microbial DNA, containing about 500 samples from Chinese and European individuals with 
different health status. All sequences are aligned to the assembled gene catalogue, as well as 
some existing databases to obtain the abundance of different genes, genera, KEGG orthologous 
groups (KO) and eggNOG orthologous groups (OG). With these profiles, we apply several 
state-of-the-art methods to construct metagenomic networks of different levels from different 
classes of samples. We calculate and compare the topological properties of the networks 
constructed from healthy samples and samples with different diseases. We also look into the 
node-level properties of different groups of units within the metagenomic networks. These 
networks and the analysis would be helpful for us to have a better understanding of the human 
gut microbiome, the interactions within it and its correlation with host properties. 
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Progress in understanding of molecular mechanisms underlying complex heritable disorders (e.g., 
autism, schizophrenia, diabetes) depends on new bioinformatics approaches for systems-level analysis 
and identification of disease-specific patterns of inheritance.  
We present an approach and a supporting computational platform LYNX (http://lynx.ci.uchicago.edu/) 
for the analysis of complex heritable disorders from the systems biology perspective. Our approach is 
based on a large-scale integration of genomic and clinical data and various classes of biological 
information from over 35 public and private databases. This data is used for the identification of genes 
and molecular networks contributing to phenotypes of interest, as well as for the prediction of 
additional high-confidence disease genes to be tested experimentally. Our analytical strategy includes: 
(a) the enrichment analysis of high-throughput genomic data; (b) feature-based gene prioritization and 
(c) the development of network-based disease models for the identification of molecular mechanisms 
involved in disease pathogenesis. Networks-based gene prioritization leverages previous work of Dr. 
Börnigen-Nitsch on PINTA system. The algorithms were modified to accommodate a variety of 
weighted data types for gene prioritization. Our analysis allowed uncovering some of the molecular 
mechanisms that underlie the brain connectivity disorders. This knowledge will eventually lead to the 
development of efficient diagnostic and therapeutic strategies.  
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Gaussian graphical models are often used to infer gene networks based on microarray 
expression data. With the development of the next generation sequencing technology, many 
scientists have begun using high-throughput sequencing technologies to measure gene 
expression. As the resulting high-dimensional count data consists of counts of sequencing reads 
for each gene, Gaussian graphical models are not optimal for modeling gene networks based on 
this discrete data. We develop a novel method for estimating high-dimensional Poisson 
graphical models, the Log-Linear Graphical Model, allowing us to infer networks based on 
high-throughput sequencing data. Our model assumes a pair-wise Markov property: conditional 
on all other variables, each variable is Poisson. We estimate our model locally via neighborhood 
selection by fitting 1-norm penalized log-linear models. Additionally, we develop a fast parallel 
algorithm, an approach we call the Poisson Graphical Lasso, permitting us to fit our graphical 
model to high-dimensional genomic data sets. In simulations, we illustrate the effectiveness of 
our methods for recovering network structure from count data. A case study on breast cancer 
microRNAs, a novel application of graphical models, finds known regulators of breast cancer 
genes and discovers novel microRNA clusters and hubs that are targets for future research.  
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Men with prostate cancer (CaP) are stratified into low, intermediate and high risk groups 
based on clinical factors such as pre-treatment prostate-specific antigen (PSA) levels, 
tumour grade and tumour stage. Intermediate-risk patients vary widely in clinical 
outcome, with a 20-40% recurrence rate, as measured by a rise in post-treatment PSA 
concentration (biochemical recurrence). Unfortunately, there is no way to accurately 
identify the intermediate-risk patients that derive benefit from therapy. To address this 
issue, we developed prognostic signatures to further stratify these patients into sub-
groups with distinct risk-profiles by applying machine learning to gene copy number 
profiles from intermediate-risk patients.  
Array comparative genomic hybridization (aCGH) was applied to frozen biopsies from 
126 intermediate-risk CaP patients prior to image-guided radiotherapy. Copy number 
aberrations (CNAs) were extracted and used to develop signatures which were then 
evaluated in an independent cohort of 129 low to intermediate risk patients treated by 
radical prostatectomy. With unsupervised hierarchical clustering, we identified four 
distinct patient groups within the radiotherapy cohort. Patients from the surgery cohort 
were matched to these clusters and the resulting clusters have statistically different 
biochemical recurrence rates. We also used a supervised learning approach to develop a 
CNA-signature. This signature is effective at identifying patients at risk of biochemical 
recurrence, while accounting for clinical covariates (HR= 6.12, p = 1.29 x 10-9).  
We have recapitulated known genomic heterogeneity and have developed a clinically-
relevant CNA-signature which stratifies intermediate-risk patients into two refined risk 
groups. This genomic biomarker is promising in improving clinical management of 
intermediate-risk CaP patients.  
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In silico reconstruction of gene regulatory networks becomes one of the most challenging issues in 

functional genomics, especially with the advance of high-throughput gene expression data. Though a 

lot of work had been done to model the gene regulatory networks, they didn’t propose a generalized 

framework for the construction and analysis of gene regulatory networks from the multifold gene 

expression data. In our work, we propose a probabilistic framework to model the gene regulatory 

network with the consideration of multi-level regulatory mechanisms. The mathematic basis of our 

model is the factor graph which is used widely in many fields owning to its particular features, 

including flexibility, established theory foundation and linear computational complexity. In order to 

handle the manifold diversity of the data (including regulatory factors, miRNA, and regulated genes), 

we also put forward two methods to set up the model parameters adaptively in case to avoid the 

biases caused by subjective choose of parameters. We apply our model to infer the gene regulatory 

networks from two datasets. One is the simulated data which is generated randomly according to the 

predetermined network structure and the characteristics of the real gene expression data. The other is 

the RNA-seq data from TNF-alpha treated HepG2 cell. We successfully find all relationships that have 

been pre-set in the simulated data. The result validates the feasibility and the efficiencyof our model. 

From the real data, our method finds many significant candidate interactions between miRNA and 

mRNA, and a high percentage of which are highly consistent with ones validated experimentally in 

public database. 
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Cancer genome often encompasses numerous of aberrations originated during tumorigenesis, 
which play an important role in tumor evolution and progression [1]. Single-nucleotide 
polymorphism (SNP) genotyping array technique provides a great opportunity to profile the 
genomic aberrations with high resolution, but sophisticated computational methods are sorely 
needed for accurately recognizing genomic aberrations from genotyping signals dramatically 
affected by normal cell contamination, tumor aneuploidy, and GC content. In this study, we 
introduced a novel bioinformatics toolkit — GIANT, for dissecting paired normal-tumor SNP-
array data. GIANT mainly consists of two components: 1) a statistical model called 
PSHMM(paired samples hidden Markov model), which is designed to identify somatic 
aberrations in tumor sample by borrowing the genotype information of paired normal sample; 2) 
genome-wide permutation test for discovering statistically significant aberrations across the 
cancer genome. Results of GIANT on simulated and real paired normal-tumor samples showed 
that GIANT outperformed current “state of the art” approaches for paired SNP-array data 
analysis, such as OncoSNP [2] and ASCAT [3], with higher sensitivity and accuracy. Moreover, 
by using GIANT we successfully discovered novel somatic/germline aberrations in HER2+ 
breast cancer and urothelial cancer samples. Finally, Applying GIANT to 112 paired normal-
tumor samples depicted the gnome-wide breast cancer landscape including significant 
amplification, deletion and loss of heterozygosity (LOH) harboring many oncogenes and tumor 
suppressor genes, which provide an exquisite genome profile for further cancer driver gene 
studies. GIANT is freely available at http://bioinformatics.ustc.edu.cn/giant.  
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Transforming growth factor beta (TGF-beta), a major inflammatory cytokine, plays a key 
role in several disease, such as Parkinson’s disease, heart disease and cancer[1-3]. In normal cells, 
TGF-beta usually triggers apoptosis though DAXX pathway and canonical signaling pathway 
SMAD pathway[4].  

However, in transformed cells parts of the TGF-beta pathway are mutated. To illustrate the 
molecular mechanism underlying this process, we constructed TGF-beta induced tumor cell 

Huh7, a hepatocellular carcinoma cell line. mRNA, miRNA and genome-wide PPI datasets 
were used to construct responsive molecular networks. Then, we analyzed the topological 
properties of the networks and calculated the node degree and node betweenness centralization 
of each gene in the molecular networks. We found that PDCD4 which is one of direct target of 
oncogene,miR-21[5], is closely related to the center of TGF-beta induced apoptosis pathway. At 
the same time, it was predicted that miR-21 could increase the degradation of PDCD4 by 
PI3K/mTOR pathway indirectly.  

After that, according to a series biological experiments, we proved that aberrant expressed 
miR-21 can inhibit the translation and increase the degradation of PDCD4 which makes the 
liver cancer cells hyposensitive to TGF-beta induced apoptosis. And this mutated part of 
pathway may serve as a target for effective molecular cancer therapies. 
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In the United States about 12,200 new cases of cervical cancer as well as 4,210 deaths from 
cervical cancer are estimated for 2010. Cervical cancer continues to be an important worldwide 
health problem for women, especially in developing countries without established screening 
programs. It can be cured by radical surgery or radiotherapy with equal effectiveness. In this 
study, we investigated the contribution of gene variants to the treatment of cervical cancer from 
public datasets. Firstly, the standard deviation was  used to filter the low-variation genes (SD > 
0.5) and student t test (p value < 0.05) was performed between any two times to select 
differentially expressed genes among four times during and after concurrent chemoradiation. 
Secondly, 397 genes were subject to DAVID bioinformatics database for functional annoatation. 
According to molecular function annotation, a cluster of structural constituent ribosome genes 
(RPL12, RPL23, RPL23A, RPL24, RPS2, RPS15, RPS27A, UBA52, UBC) (p value < 0.01) 
were found in relation to cervix neoplasia (UP_TISSUE annotation, p value < 0.00001). 

      Pearson correlation (r > 0.7) was applied to search structural constituent ribosome related 
co-expression genes (ATP1A1, CAPN1, CHUK, DLX2, IRF2, KRT7, RPL12, RPL23, RPL23A, 
RPL24, RPS2, RPS15, RPS27A, UBA52, UBC). The regulation for these genes used 
CORE_TF database to search conserved and over-represented transcription factors. The factors 
(AR, ATF, DEAF1, NFKB1, NRF2, TAXCREB) (p value < 0.01) showed significant roles on 
ribosomal genes regulation in human, mouse, and rat. Our findings at the gene expression and 
transcription regulation suggest that DEAF1 had a opposite tendency compared to ribosomal 
genes expression and may play a critical role in cervical carcinogenesis. 
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Molecular mechanisms underlying the transition from low grade glioma to a high grade 
Glioblastoma Multiforme may be revealed by the identification of putative disease modules in 
glioma progression, i.e., group of interacting biological network components that collectively 
contribute the development from low- to high-grade gliomas. In this paper, we proposed a novel 
genetic algorithm based community extraction algorithm based on [1]; and applied it to an 
integrated network of glioma transcriptomic and interactomic data to extract putative disease 
modules that differentiate Grade II gliomas from Grade IV Glioblastoma Multiforme. Extraction 
revealed two putative disease modules of 33 and 15 genes, respectively. In the module with the 
highest score, we found three guanine nucleotide exchange factors (GEFs) TRIO, ECT2 and 
VAV3, which have been shown to mediate the invasive behaviour of glioblastoma [2]. In 
addition, the cell cycle regulatory protein CDC42 was also included in the module with dense 
interactions with other GEFs, consistent with recent studies [3]. The second putative disease 
module primarily consisted of several members of the mini-chromosome maintenance (MCM) 
gene family, e.g., MCM2-5, which have been recently identified as high-grade glioma markers 
[4]. In this module, we also found CDK2, another key kinase in cell cycle progression, and 
POLE2, a cancer gene recently identified to be associated with bowel cancer [5], suggesting 
their potential roles in glioma transformation and invasion. 
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The recently reconstructed metabolic networks of Saccharomyces cerevisiae (SC) [1] and 
Aspergillus oryzae (AO) [2] contain a significant number of metabolic gaps (i.e. reactions 
without gene identified), which is a bottleneck for understanding the cellular metabolism and 
physiology of these species. This work presents an attempt to fill the gaps and thus enhance 
these metabolic models. We develop a missing enzyme predictor, called EnzPro, based on 
profile hidden Markov models. We also retrofit two general function predictors (PFP and 
Blast2GO) and two metabolic function predictors (PRIAM and EFICAz) for missing gene 
prediction. First, we run these methods for whole genome annotation. Second, we use the 
EC2GO mappings to map between predicted GO-terms and the EC numbers, if necessary. 
Finally, we consolidate the result and output candidates for each gap. Performance of these 
methods is evaluated by self-testing on already-identified enzyme datasets.  

We found that, the general function predictors are not sufficient enough due to their low 
precision (24-77%) and recall (51-83%). On the other hand, the metabolic function predictors 
get sufficient accuracy (precision: 72-95%, recall: 78-94%) in testing datasets, but they make 
very few predictions for the gaps. Our method, EnzPro, gets a tolerable accuracy (precision: 53-
80%, recall: 54-92%), and is able to predict candidates for 61% of the gaps. Thus, to achieve 
higher coverage for gap prediction and utilize the high confidence of common prediction, 
integration of all methods should be considered. 

Applying the above methodology, we are able propose candidates for 38/61 gaps in AO 
network (38/52 gaps in SC). For example, the pantetheine-phosphate adenylyltransferase (PPAT) 
reaction (EC:2.7.7.3) in AO is predicted to be catalyzed by AO090023000706. This protein 
matches with the PPAT domain in Conserved Domains Database, and cytidylyltransferase 
domain in Pfam, with similar structures to coaD gene (EC:2.7.7.3) in Escherichia coli and 
Bacillus subtilis. As another example in SC, YNL168C is a candidate for fumarylacetoacetase 
(EC:3.7.1.2). This protein matches to InterPro entry IPR002529 (fumarylacetoacetase, C-
terminal, EC:3.7.1.2), but currently annotated as unknown function in SGD database. 
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We present a study on characterizing known and predicting new synthetic lethal combinations of genes in DNA 
repair pathways. We first classify known types of synthetic lethal interactions and introduce a new type of within 
non-essential reversible pathway synthetic lethality, which is observed experimentally in Homologous 
Recombination Repair pathway. Second, we present a detailed reconstruction of DNA repair machinery in mammals 
in the form of comprehensive map of molecular interactions. Using this map, we are able to predict a number of 
synthetic lethal combinations of genes. In particular, we are able to predict in which genetic context some well-
known synthetic pairs (such as BRCA+PARP) should be lethal. Our approach is particularly relevant for developing 
new treatment strategies in cancer therapy, like better stratifying patients, complementing genotoxic chemotherapy, 
or targeting specifically cancer cells harbouring certain mutations. 
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Protein complexes conserved across species indicate processes that are core to cellular 
machinery (e.g. cell-cycle or DNA damage-repair complexes conserved across human and 
yeast). While numerous computational methods have been devised to identify complexes from 
the protein interaction networks (PINs) of individual species, these are severely limited by noise 
and errors (false positives) in currently available datasets [1]. Consequently, our analysis using 
human and yeast PINs revealed that these methods overlook several important complexes 
including those conserved between the two species (24/42 yeast and 68/118 human conserved 
complexes missed – e.g. the MLH1-MSH2-PMS2-PCNA mismatch-repair complex).  

Here, we propose to identify conserved complexes by constructing interolog interaction 
networks (IINs) by developing a novel method (inspired from [2]) to align PINs using protein-
homolog information from species. IINs leverage the conservation of interactions between 
species, thereby reducing the number of false positives. We employ state-of-the-art methods 
(MCL, CMC and HACO) to cluster the IINs, and map these clusters back to the original PINs to 
identify complexes conserved between the species.  

Evaluation of our IIN-based approach using human and yeast interaction data identified 
several additional complexes (16 in human and 9 in yeast) compared to direct complex detection 
from the original PINs. Our analysis revealed that the IIN-construction removed non-conserved 
interactions many of which were false positives, thereby improving complex prediction. In fact 
removing non-conserved interactions from the original PINs also resulted in higher number of 
conserved complexes (additional 12 in human and 2 in yeast), thereby substantiating our IIN-
based approach. These complexes included the mismatch repair complex, MLH1-MSH2-PMS2-
PCNA, and other important ones namely, RNA polymerase-II, EIF3 and MCM complexes, all 
of which constitute core cellular processes known to be conserved across the two species. 
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Recent cancer sequencing studies from The Cancer Genome Atlas (TCGA), the International 
Cancer Genome Consortium (ICGC) and others have shown that relatively few genes are 
recurrently mutated in many samples from the same cancer type.  Rather a large number of 
genes are mutated in a small number of samples, and thus most mutations are indistinguishable 
from random mutations at a reasonable level of statistical significance.  One reason for this 
mutational heterogeneity is cancer mutations target different cellular signaling and regulatory 
pathways, and different genes in these pathways may be mutated in different individuals.   

We performed a pan-cancer analysis of mutated pathways/networks using whole-exome 
sequencing and copy number aberration data in 2359 TCGA samples from twelve different 
cancer types: AML, BLCA, BRCA, COADREAD, GBM, HNSC, KIRC, LUAD, LUSC, OV, 
and UCEC. Rather than restrict our analysis to known cancer pathways, we use the HotNet 
algorithm [1] to identify subnetworks of a protein-protein interaction (PPI) network that are 
mutated in a statistically significant number of samples. HotNet identifies these subnetworks by 
modeling the mutations in a gene as a source of heat on the corresponding protein in the 
interaction network. HotNet employs a two-stage multiple hypothesis test to rigorously bound 
the false discovery rate of the list of “significantly hot” subnetworks. 

We apply HotNet to the TCGA mutation data using the iRefIndex and HPRD PPI networks, 
each consisting of tens of thousands of interactions among thousands of proteins. We identify 
13 (respectively 30) significantly mutated subnetworks (P < 0.01). These subnetworks overlap 
well-known cancer signaling pathways (e.g. p53, RTK, and RB signaling), but also include 
subnetworks with less characterized roles in cancer; e.g. the cohesin complex and the SLIT-
ROBO pathway, the latter involved in cell migration. We also identify subnetworks that are 
significantly enriched for mutations in a specific cancer type (e.g. ARID1A, PBRM1 and other 
interacting proteins in kidney cancer samples). We show that some of the resulting subnetworks 
correspond to known pathways, other sets result from (sub)type-specific mutations, and the 
remaining subnetworks suggest novel groups of mutated genes. Thus, this pan-cancer analysis 
reveals mutational patterns in sets of genes that are not readily apparent from analysis of 
individual genes. 
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Many efforts are still devoted to the discovery of genes involved with specific phenotypes, in 
particular, diseases. High-throughput techniques are thus applied frequently to detect dozens or 
even hundreds of candidate genes. However, the experimental validation of many candidates is 
often an expensive and time-consuming task. Therefore, a great variety of computational 
approaches has been developed to support the identification of the most promising candidates 
for follow-up studies (Doncheva, N.T et al., WIREs Syst. Biol. Med., 4(5):429-442, 2012). The 
biomedical knowledge already available about the disease of interest and related genes is 
commonly exploited to find new gene–disease associations and to prioritize candidates. Our 
approach particularly integrates heterogeneous data sources and uses disease-specific network 
information. This also provides more insights into the functional characteristics of the 
underlying phenotypes, for example, of complex autoinflammatory diseases. 

220



221



A Quantitative Approach to Study microRNAs Regulation in Breast Cancer 

Yu Liu1,†, Peng Xie1,†, Michael Q. Zhang1,2, Xiaowo Wang1,* 

1: MOE Key Laboratory of Bioinformatics and Bioinformatics Div, TNLIST/Department of 
Automation, Tsinghua University, Beijing 100084, China 

2: Affiliation 2. Department of Molecular and Cell Biology, Center for Systems Biology, 
University of Texas at Dallas, Dallas, TX 75080, USA 

†: These authors contributed equally to this work 
*: To whom correspondence should be addressed. 

Emails: YL (yuliu0819@gmail.com); PX (x-p-06@mails.thu.edu.cn); MZ (mzhang@cshl.edu); 

XW (xwwang@tsinghua.edu.cn) 

 
MicroRNAs (miRNAs) are small noncoding RNA molecules, which known to play an 

important role in suppressing protein synthesis or promoting the degradation of their target 
mRNAs; therefore, deciphering the interaction of miRNA targets is crucial for understanding 
the regulatory process and benefits to diseases diagnostics and therapeutics. Recently, numbers 
of computational methods have been developed based on sequence signatures and cross-species 
conservation, but all suffered from high false positive rates and lack of overlap between each 
other; in the last few years, several improved approaches which took into account of the 

expression values of miRNA and mRNA with the sequence based predictions in order to 
achieve more accurate relationships. However, such approaches mainly use the model from 
correlation, linear regression and Bayesian inference, are highly depended on the given database 
and cannot draw a specific map of how miRNA and its targets work under the specific cellular 
condition. In our study, we proposed a quantities model based on equilibrium statistical 
mechanics to estimate the miRNA occupation rate at each potential target site under a specific 
cellular condition by considering the expression of miRNA and mRNA, and their interaction 
energy. Our prediction showed high correlaiton with the known high-throughput sequencing of 
RNAs isolated by crosslinking immunoprecipitation (HITS-CLIP) data. And we applied our 
method on the Cancer Genome Atlas (TCGA) breast cancer dataset to predict the prominent 
miRNA-target pairs among the tumor and normal samples. Comparing with the sate-of-the-art 
miRNA-target prediction methods which combine both expression data with sequence 
information (Migia, GenMiR++ and TALASSO), our methods showed better consistency with 
the literature reported breast cancer signature miRNA-targets pairs, and gave a detailed view of 
how regulation changes between cancer and normal tissue. 
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Cancers are complex diseases involving the interactions of heterogeneous cell types with each 
other and with their microenvironment, mediated through a large variety of bio-molecules. The 
complexity of the cancer ‘ecosystem’ has led to recent research into how ecological principles, 
such as cooperation, may be applied to study cancer development and progression. 

In cooperative interactions, one or more of the entities (e.g. cancer cells) involved receives a 
fitness benefit, and none experience a reduction in fitness. Cooperative behavior has been linked 
with major processes in cancer, such as growth factor production, angiogenesis, invasion, and 
metastasis. In this study, we use an agent-based model of a cancer cell population to investigate 
how cooperative intercellular interactions can affect the response to drug treatment. 

We extend upon an earlier model of cooperation in cancer to examine how cooperative 
interactions, drug exposure, and drug resistance combine to affect cancer cell population 
behavior. We identify examples of qualitative agreement between the model predictions and 
experimental observations in the literature. We present this study as a step towards the 
development of more detailed models for investigating how specific mechanisms of intercellular 
cooperation in cancer may affect treatment response.   
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A biological causal network is defined as a graph where nodes are molecular events, such as a 
change in abundance or concentration of a compound or gene product. Directed edges between two 
events imply a causal relationship between them. Causal networks are composed from biomedical 
literature: each edge is annotated with a source literary reference which contains evidence of the 
relationship. The motivation of applying causal networks to systems biology experimental data 
(transcriptomics, proteomics, etc) is to identify the causal mechanism of the observed changes in the 
data. This approach is particularly useful in drug discovery and repositioning, for example, because 
of the potential to identify causal molecular mechanisms susceptible to drug intervention.  

A general approach called "reverse causal inference" maps state changes in the data to 
corresponding events in the network, and searches in reverse along directed paths to find possible 
causes of the observed changes. Current methods for reverse causal inference typically reduce 
expression data to a dichotomous variable representing significant change in abundance, which 
results in loss of information. Further, they only consider the shortest paths between hypotheses and 
the data-mapped nodes, ignoring the information hidden in the graph’s topological complexity. We 
propose a reverse causal inference method that makes use of the information in graph topology and 
all the explanatory power in the data. 

We look at cases of microarray data in case/control experiments, where the data-mapped nodes 
are state changes involving genes. We use a Markov random walk based algorithm similar to 
Pagerank, to acquire a vector that quantifies the proximity of a given candidate hypothesis node to 
each of the data-mapped nodes. To evaluate a the candidate hypothesis, a LASSO logistic regression 
model is fit with case/control status as the response, each gene as a predictor, and where cross 
validation is used to select a base penalty. The proximity value for each gene, with respect to a given 
hypothesis, is used in forming gene-specific penalties used in the LASSO model. The result is that 
the further a gene's node is from the given hypothesis node in the network, the stronger the penalty, 
and therefore the more likely its regression coefficient will be shrunk to 0 in the LASSO fitting, 
depending on its explanatory power. Genes for which no path from the hypothesis node exist in the 
network are excluded from the linear model. Thus, for each candidate hypothesis a different LASSO 
model is fit. The penalties determine a unique network neighborhood for each hypothesis, and each 
hypothesis is evaluated by how much explanatory power is its neighborhood. The candidate 
hypothesis is scored by a goodness-of-fit measure for the linear model called the Bayesian 
Information Criterion (BIC). Since the ratio of two BIC scores for two different models is the Bayes 
factor, we are effectively using Bayesian model selection to compare the explanatory power of 
candidate hypotheses. 

Using a causal network of 22898 nodes and 114027 edges, we simulated random data for all the 
RNA expression events in the network. Then, for a given candidate causal event, we resimulated 
significant fold change for all the RNA expression events with which it has a causal relationship, and 
tested our model's ability to recover that event. We compare our performance to other reverse causal 
inference methods. We also apply it to expression data from a cigarette smoking study using a 
network with 730 nodes and 778 causal edges specific to the context of cellular stress. The resulting 
putative regulators constitute directly testable hypotheses for follow-up in the laboratory. We present 
biologists with a method for capturing the information hidden in complex prior knowledge, and 
computing a simple comparison statistic (the goodness of fit measure BIC) for evaluating hypotheses. 
Using simulated data we quantify the recoverability of embedded signals from regulators for our 
causal graph under various kinds of noise; and we give a concrete example where our methodology 
helps elucidate biological phenomena when presented with real data.  
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With the advances in next-generation sequencing technology, epigenomes mapping projects are revealing

epigenomics information at different level of biological complexity, from cells to species. At the 

organismal level, comparison of epigenomes of diverse cell types may provide insights into cellular 

differentiation and organism development.  The ENCODE and modENCODE project provide functional

genome annotations of human and other model organism at various levels, including DNA methylation 

patterns and Histone modification marks. In this study, we investigated the epigenomes of three histone 

marks (H3k4me1, H3k4me3 and H3k27ac) from 22 different mouse tissues, and showed that the 

comparison of genome-wide histone modification can recapitulate the cellular differentiation pathways of 

different tissues, which are represented in a tree-like structure. Tissues developed from the three primary 

layers, endoderm, mesoderm and ectoderm are separated into three clades in the differentiation tree. The 

clustering and maximum parsimony analysis of the differentiation tree revealed the gain and loss of 

histone modification marks at each transition branches. Functional analysis (GO terms) of these histone 

marks and their associated genes were compatible to the cellular innovations during organism 

development. 
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In the post-genomic era, the development of high-throughput gene expression detection 
technology provides huge amounts of experimental data, which challenges the traditional 
pipelines for data processing and analyzing in scientific researches. In our work, we integrated 
gene expression information from Gene Expression Omnibus (GEO), biomedical ontology from 
Medical Subject Headings (MeSH) and signaling pathway knowledge from sigPathway entries 
to develop a context mining tool for gene expression analysis – GEOGLE. GEOGLE offers a 
rapid and convenient way for searching relevant experimental datasets, pathways and biological 
terms according to multiple types of queries: including biomedical vocabularies, GDS IDs, gene 
IDs, pathway names and signature list. Moreover, GEOGLE summarizes the signature genes 
from a subset of GDSes and estimates the correlation between gene expression and the 
phenotypic distinction with an integrated p value. This approach performing global searching of 
expression data may expand the traditional way of collecting heterogeneous gene expression 
experiment data. GEOGLE is a novel tool that provides researchers a quantitative way to 
understand the correlation between gene expression and phenotypic distinction through meta-
analysis of gene expression datasets from different experiments, as well as the biological 
meaning behind. The web site and user guide of GEOGLE are available at: 
http://omics.biosino.org:14000/kweb/ 
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Abstract: A virus-host interaction network offers a broad perspective on viral infection 
mechanism and disease etiology. While the concept of studying virus-host interaction network 
is not new, there are no applications or tools to facilitate such study, and it has not been 
performed on the genome scale. Therefore, we developed an analytical platform, GsVIN, to 
implement the analysis and comparison of the virus-host interaction networks for all human 
viruses. First, we collected 13,058 virus-host protein-protein interactions (PPIs) involving 674 
viral proteins and 2,388 human proteins. Secondly, because the virus-host PPI data were 
concentrated on several most studied human viruses, i.e. HIV, HCV and EBV, we sought to 
expand the virus-host PPI networks by two methods: i) adding more proteins to the network 
nodes based on sequence similarity between proteins from different viruses; ii) using protein 
domain-domain interaction (DDI) data to construct PPIs between viral proteins and human ones, 
thus adding new nodes to existing networks. Thirdly, human protein atlas data were 
incorporated into GsVIN to make it possible to construct context-specific virus-human 
interaction networks. Lastly, we developed new functions/tools to view the virus-human 
interaction networks, and to compare multi-virus-human interaction networks or 
same-virus-human interaction networks of different tissues. Importantly, the analytical tool can 
apply GO enrichment technique to sort out the similar and the most different GO modules 
between virus-human interaction networks. It is particularly useful to shed light on the functions 
of newly emerging viral genomes. GsVIN analytical platform is freely accessible at 
http://www.viralportal.org/GsVIN/. 
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Label-free proteomics is a promising technology to provide qualitative and quantitative high-
throughput analysis for determining the differential expression level of proteins in proteomics. 
Label-free proteomics has been gaining interest due to its capacity for identifying and 
quantitating large complex biological samples. Protein quantification using mass spectrometry 
data plays a key role in analyzing proteins quantitatively and lays a foundation for further 
research such as biomarker discovery and signaling pathway construction in proteomics. In 
order to obtain significant protein biomarker candidates among thousands of proteins in the 
samples, a well-designed method to validate quantitative protein measurements is required as 
well as a high quality of protein identification and protein quantification. In this paper, we 
propose a statistical framework for validating protein quantitation using a fusion methodology 
(Dezert-Smarandache theory). This framework validates quantitative measurements of proteins 
with statistical models and computes protein ratios for comparative analysis. The experimental 
result with NCI-funded data shows this framework consequently reduces the quantification 
errors. 
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Protein degradation is critical for most cellular processes, including cell cycle progression, 
signal transduction, and differentiation. In depth investigating the degradation signals in the 
protein sequence and structure is beneficial for analyzing the protein stability based on high-
throughput dataset. Being similar to other protein function, the key residues exposed to the 
solvent surface and local specific structure such as cleft and pockets in the protein surface may 
play a pivotal role in protein degradation. In this paper, we investigated in depth the intrinsic 
factors affecting the protein degradation based on the sequence and structure features in the 
protein solvent accessible surface. The results indicated that there are more hydrophobic 
residues on the surface of short-lived protein than the long-lived protein; the secondary structure 
such as coil tends to be on the surface of short-lived protein; There are more serine 
phosphorylation sites on the short-lived protein surface; And there is higher possibility for the 
short-lived proteins to start the degradation by signal of PEST motif than long-lived proteins. 
We also found that almost all of N terminal residues in protein dataset are exposed to be on the 
surface; therefore the specific features of the solvent accessible surface residues are the key 
factors affecting intracellular protein stability. 
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Advances in the high-throughput omic technologies have made it possible to profile cells in 
a large number of ways at different biological levels (DNA, RNA, Protein, Chromosomal, 
Functional, and Pharmacological).  Cancer cell biology and response to drug treatment have 
benefited from new molecular technologies for integrating information from multiple sources. 
The NCI-60, a panel of 60 diverse human cancer cell lines, has been used by the National 
Cancer Institute to screen >100,000 chemical compounds for anticancer activity and has been 
extensively molecularly characterized.  

To complement the existing NCI-60 datasets, we have measured global proteome profiling 
as well as kinase centric proteomics screen of the NCI-60 panel. Integration with transcriptome 
data and modeling drug response profiles for 108 FDA approved drugs identified known and 
potential novel protein markers for drug sensitivity and resistance. To enable community access 
to this unique resource, we incorporated it into a public database for comparative and integrative 
analysis. 
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    Vibrational spectroscopy plays a key role in probing the interactions between biological 
macromolecules and other species as well as their structural changes. The assignment of 
experimental spectral bands is usually based on empirical rules and can certainly benefit from 
the insight of molecular modeling.  However, normal modes analysis based on quantum-
chemical calculations do not include anharmonic effects and are restricted to small model 
systems. In this presentation, we demonstrate the performance and strength of molecular 
dynamics simulations with approximate density-functional theory in reproducing the infrared 
(vibrational) spectra of peptides in different secondary structures, i.e. α-helix, parallel and anti-
parallel β-sheet, extended coil and turns, at finite temperature.  The calculated band shapes and 
positions are qualitatively consistent with experimental data. With the help of group-specific 
vibrational-spectral decomposition, we are able to address the relationship between the 
vibrational frequencies of the amide modes and their chemical environment, i.e. with factors 
such as hydrogen-bonding strength and geometry. This work brings insight into the vibrational 
spectral signature of amide groups in diverse biological models, and the approach can be easily 
extended to larger systems at reasonable computational cost. 
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Ribosome affinity profiling (RAP) is a rapid and accurate method allowing isolation of 
ribosomes and the associated mRNAs in S. cerevisiae. RAP has previously been used to 
demonstrate that in mild stress conditions, the translatome (mRNAs attached to ribosomes and 
in the process of translation) and the transcriptome become uncorrelated, implying that 
alteration of protein synthesis might be a prominent mechanism of modulating gene expression 
in response to mild stress.  

In this study, we use RAP-RNA-seq (capture of full mRNAs followed by high throughput 
sequencing) to further examine yeast translatome behaviour by comparing expression of 
stressed and non-stressed translatomes. Specifically, wild type untreated translatome, wild type 
untreated transcriptome and DTT-treated translatome are compared by using a standard 
counting approach and an existing statistical framework (edgeR; Bioconductor) to assess 
“differential translation”. Importantly, we cast the net of features as wide as possible, including 
cryptic unstable transcripts (CUTs) and stable uncharacterized transcripts (SUTs) and explore 
the role of untranslated regions (UTRs) as well.  
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TALE (Transcription activator of-like effectors) is a DNA-binding protein found in the plant 
pathogen Xanthomonas spp. TALE DNA binding domain is composed by a string of highly 
conserved motifs in which the 12th and 13th amino acids residues determine a single nucleotide 
DNA recognition. Unlike zinc finger or other specific DNA binding domains, a concatenation 
of motifs can be designed to specifically bind to a given DNA sequence without the need of 
directed evolution. Artificial TALE transcription repressors have been demonstrated by fusing 
TALE DNA binding domains with chromatin remodeling domains, resulting in irreversible 
repression. However, many important biological investigations and bioengineering applications 
require a dynamic control of gene expression. In this study, we show that TALE proteins 
without a functional repression domain reversibly inhibit gene expression by using a transient 
reporter system in mammalian cells when two TALE DNA binding sites flank a DNA cis-
element that is essential for transcription initiation. We also demonstrate that efficient 
repression requires optimal distance and orientation of TALE DNA binding sites. Based on 
these results, we have constructed a library of TALE-based repressors (TALERs) and their 
cognate promoters, and evaluated the pair-wise orthogonality of top ten strong repressors. This 
library of orthogonal transcription repressor will be a valuable tool kit for both basic biological 
research and biomedical applications. 
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CTCF, the 11-zinc finger protein, is a key factor in regulating gene expression, DNA loop 
formation and maintain chromatin high order 3D architecture. It has been hypothesized that it 
exhibits distinct properties through binding various DNA sequence motifs by different 
combinations of the zinc fingers. To better understand the relationship between the binding 
patterns and its versatile properties, we reanalyzed the ENCODE data of CTCF chromatin 
immunoprecipitation followed by high-throughput sequencing (ChIP-seq) experiments in 14 
cell types, obtaining 12,761 “Ubiquitous” CTCF binding events. We developed a novel motif 
discovery pipeline, by which three distinct core CTCF motifs were revealed. As strikingly differ 
in GC content, we termed the three motifs as HighGC-, MidGC- and LowGC-CTCF, 
respectively. We showed strong evidences that only the HighGC-CTCF behaved like enhancer 
and promoter. We also found the HighGC-CTCFs, in aid with P63 and several other cofactors, 
are more positively correlated with loop formation. The genes which interacted with the 
HighGC-CTCFs have significant higher expression levels. Long-range loops mediated by the 
HighGC-CTCFs are more conserved between tissues. We found the LowGC-CTCFs behaved 
like insulator, as they are frequently interacted with cohesin, and we demonstrated the LowGC-
CTCFs are better elements to define function unit than the HighGC-CTCFs. As the MidGC-
CTCFs are enriched in boundaries regions of topological domains, we showed evidences that 
the potential of the motifs to be barriers of the domains. Our results provide a comprehensive 
scope on the relationship between the CTCF sequence motifs and its versatile properties.
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While high-throughput technologies such as gene and protein expression microarray are 
expected to play a critical role in clinical translational research for complex disease diagnosis, 
the ability to accurately and consistently discriminate disease phenotypes by determining the 
gene and protein expression patterns as signatures of different clinical conditions have remained 
a challenge for translational bioinformatics. 

In this study, we propose a novel multi-resolution feature selection algorithm: 
MultiResoluTion-test (MRT-test) that can produce significantly accurate and consistent 
phenotype discrimination across a series of gene and protein expression data. Our algorithm can 
capture those features contributing to subtle data behaviors instead of selecting the features 
contributing to global data behaviors. The advantage of our algorithm is essential to achieve 
high-performance diagnosis in translational bioinformatics, because the samples sharing the 
global characteristics but with similar local characteristics are usually hard to classify and lead 
to false positives and false negatives in diagnosis. We apply our MRT-test to omics data 
classification by combining it with the state-of-the-art classifiers and achieve exceptional results 
compared with the tradition methods. Moreover, our results demonstrate that high-dimensional 
omics data classification is actually a linear-separable problem under our technologies. 

In addition, based on the seed biomarkers detected by the MRT-test, we design a novel 
subnetwork marker synthesis algorithm to decipher the underlying molecular mechanisms of 
tumorigenesis from a systems point of views. Unlike the existing top-down gene network 
building approaches, our subnetwork marker synthesis methods can not only avoid large 
computing overhead but also capture the essential bridge genes that connecting different 
subnetwork markers. Experimental evaluation showed that MRT-test based classification is able 
to generate consistent and robust clinical-level phenotype separation for various diseases. The 
biomarkers detected by the MRT-test and subnetwork marker synthesis algorithm seem to be 
able to provide biologically meaningful insights for understanding the genetic basis of complex 
diseases. 
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The International Committee on Taxonomy of Viruses authorizes and organizes the taxonomic 

classification of viruses. The detailed classifications for all viruses are neither complete nor free 

from dispute. For example, the current missing label rates in GenBank are 12.1% for family 

label and 30.0% for genus label.  Using the proposed Natural Vector representation, all 2,044 

single-segment referenced viral genomes in GenBank can be embedded in 12R . Unlike other 

approaches, this allows us to determine phylogenetic relations for all viruses at any level (e.g., 

Baltimore class, family, subfamily, genus, and species) in real time.  Based on cross-validation 

results, the accuracy rates of our predictions are as high as 98.2% for Baltimore class labels, 

96.6% for family labels, 99.7% for subfamily labels and 97.2% for genus labels. 
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Longest common subsequence (LCS) is a standard similarity measure for sequences. We 
argue that LCS has a weakness as it ignores the structural commonality in LCS residues, failing 
to represent the full-spectrum similarity between sequences. This is especially the case for 
sequences with large alphabets, where the LCS is usually very short and a large portion of 
sequences becomes irrelevant. 

LCS has a known weakness in capturing structural commonality. Let us consider the 
sequences S1 = {A, A, A, B, B}, S2 = {B, B, A, A, A}, and S3 = {C, C, A, A, A}. Clearly, S1 
and S2 are more similar to each other than S1 and S3 are. However, LCSlength(S1, S2) = 
LCSlength(S1, S3) = 3. To address this weakness, we introduce recursive longest common 
subsequence (rLCS) that generalizes LCS by aggregating the structural commonality of LCS 
residues recursively. Applying rLCS to the same sequence pairs above, rLCS(S1, S2) would 
return {A, A, A} in the first recursion, and {B, B} on the second. On the other hand, rLCS(S2, 
S3) would only make one recursion, terminating after the subsequence {A, A, A} is removed 
from both sequences. An rLCS score that captures a full-spectrum similarity could then be 
calculated as a weighted sum of the LCS lengths at each recursion. One way to compute the 
rLCS score could be via equations 1 and 2, given the LCS function randomly returns a single 
LCS if there is more than one. 

 

 

At each recursion, the sequence lengths are reduced, thus the computation is guaranteed to 
terminate. The rLCS score calculated by equations 1 and 2 gives a similarity score between 0 
(least similar) and 1 (most similar). 

We ran kNN classification experiments using 6 UCI benchmark datasets. Specifically, we 
used the Balance Scale, Reuters Transcribed Subset, 20 Newsgroups (40 samples per class), 
Farm Ads (100 random instances), Mushroom (200 random instances), and Australian Sign 
Language (2 classes) datasets.  We ran 1NN, 5NN, 9NN, 13NN, and 17NN for all of the 
datasets using both LCS and rLCS as the similarity measure. On average, the kNN accuracy for 
rLCS was 5.3% higher than for LCS.  

238



Performance Assessment of BLAST and H-Tuple

Methods in Comparison of Biological Sequences

Using the ROC Curve

Afshin Fayyaz movaghar ∗1 and Musa Ghahremanzadeh Barugh1

1Department of Statistics University of Mazandaran, IRAN

An important step in learning the function of a new biological sequence
(DNA or protein) is to compare the new sequence with existing sequences be-
longing to a database whose biological functions are known. To compare these
sequences, there are differentmethods such as BLAST [1] and H-tuple [2]. These
methods derive a statistical significance based on a computed gapped local score.

H-tuple method stands on combining an adapted scoring scheme that in-
cludes the gaps and an approximate distribution of the ungapped local score of
two independent sequences of i.i.d. random variables. The new scoring scheme
is defined on h-tuples of the sequences, using the gapped global score. Then, p-
value of gapped alignment be derived from the one of ungapped case, proposed
by Mercier and Daudin [3].

Comparing performance of the BLAST and h-tuple method is the aim of
our work. For this, the receiver operating characteristics (ROC) curve is em-
ployd, that states the relationship between sensitivity and specificity of a binary
classifier. A ROC curve is a technique for visualizing, organizing and selecting
classifiers based on their performance. We apply the methods on the SCOP1.75
detabase and the ROC corve of classification results. Shows the performance of
h-tuple method against the BLAST one.

Keywords: ROC curve, Compare biological sequences, BLAST, H-Tuplemethod.
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The basic machineries in all forms of life are the proteins complexes (PCs). Some PCs are 
found in all organisms (e.g., replisome, ribosome) while others PCs are specific to a 
phylogenetic branch (e.g., photosystem 2) or specific cells (e.g., exosome). Protein-protein 
interaction technologies allowed cataloguing stable (coined obligatory) PCs. The number of PCs 
increases with the complexity with 180, 500 and 600 PCs found in E. coli, yeast and human, 
respectively. PC machines function to execute a function such as activation of gene expression, 
electron transfer, degradation and more. Herein, we transform each obligatory CP to a graph 
where the nodes are the proteins and the edges represent the physical interactions between the 
nodes. However, CPs as ‘cellular machines’ may carry an intrinsic dynamic component. A 
transformation of a static graph to a series of dynamic representations captures the ability of the 
CP proteins to vary (e.g., coding SNP, phosphorylation).  Eventually, a variability on every 
node in the graph leads to an exponential number of graph variants. In our work, we model such 
multilayered graphs of CPs and classify them according to the dynamic robustness as an internal 
measure among CP graphs. Using the known outcome of the CPs to variation, we aim to rank 
the key nodes in any obligatory CP. Moreover, a gain in CP complexity along evolution will be 
tested by comparing the properties of the CP multilayered graphs.  We illustrate our model on 
the proteasome and the transcription complex of RNA polymerase II. 
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The three-dimensional structure of a protein is the mediator between its
sequence and its function[1]. So comparing the sequence of a protein with
a known three-dimensional structure,for realizing the function of a protein is
effective.Threading is a tool for recognize a remote relationship between a query
protein and a protein of known three-dimensional structure. since the threading
score alone can not evaluate the remote relationship, So we need to check the
significance of these score that in this thesis we investigate it. Here we show
numerically that threading score distribution is generalized pareto distribution
and this distribution fitted to threading score obtained from simulations. we
also offer a method to calculate the threshold for generalized Pareto distribution
fitted that Before fitting the threshold can be calculated.

Key words: Threading, Generalized Pareto Distribution, Fold, threshold, Three-
Dimensional.
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Detection of fixed-length biological sequence motifs is a classic bioinformatics problem, 
with applications in both nucleotide and peptide sequence motifs. For DNA sequences, 
transcription factor binding sites (TFBSs) are assumed to be fixed-length for a given 
transcription factor, and a position weight matrix (PWM) is usually built based on the known 
TFBSs. For peptide sequences, the fixed-length flanking sequences of the post-translational 
modification (PTM) residues are assumed to harbor the selective signals for the catalytic 
enzymes, and a neural network or support vector machine model may be built from the known 
PTM residues and their flanking sequences. One of the major obstacles for the fixed-length 

motif finding problem is the unsatisfying screening accuracies. This study proposed an 
evolutionary algorithm (Echo) to iteratively optimize the fixed-length motif finding model. We 
chose the predictions of SREBP binding motifs and phosphorylation modification residues as 
examples to illustrate Echo’s prediction performance. Sterol regulatory element binding proteins 
(SREBPs) are transcription factors (TFs) involved in the lipid balance regulation, by controlling 
the expression of synthesis enzymes for endogenous cholesterol and fatty acid. Echo 
outperforms the widely used Position Weight Matrix (PWM) algorithm by 2-30% in sensitivity 
at the similar level of specificity. Echo also achieves at least 97.8% for both sensitivity and 
specificity for all the four SREBPs. For the phosphorylation site prediction of the kinases 
MAPK14, Abl and S6K, Echo outperforms one of the best algorithms, GPS 2.1, by over 20% in 
the sum of sensitivity and specificity. Large-scale further optimization by parallel computing 
and cloud computing are underway to obtain better prediction performance. 
 

Key words: 
Fixed-length motif finding, evolutionary algorithm, transcription factor binding site, SREBP, 

post-translational modification. 
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High-throughput mass spectrometry enables systematic identification of proteins and their 
post-translational modifications. Current proteomic experiments and followed data analysis 
produce thousands to millions of hypothetical peptide identifications. The common way to 
control the false discovery rate (FDR) of peptide identifications is the target-decoy database 
search strategy, which is accurate for large data sets only. On the other hand, the legality of the 
target-decoy strategy for modification-centric studies has not been rigorously discussed. 
Because the FDRs of modified and unmodified peptides may be dramatically different at the 
same score threshold, the FDR of modified peptides should be separately estimated, instead of 
in combination with unmodified ones. However, low-abundance modifications may result in a 
very small number of modification identifications from a large set of mass spectra, making the 
direct separate FDR estimation very inaccurate. This work presents a method, still based on the 
target-decoy strategy, for accurate FDR estimation for protein modifications in arbitrary 
abundances. The proposed method is validated on both simulated and real mass spectral data.
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The protein folding problem is of crucial importance to bioinformatics. Side chain prediction is 
an important subtask, and many attempts have been made to tackle it. Given a protein sequence, 
the objective is to find the minimum-energy conformations for the side chains at the various 
residue sites. A common approach is to discretize the search space by considering a list of 
distinct rotamers at each residue. However, the space of all possible rotamer combinations is 
exponentially large, and the search problem is NP-hard. In this work, we avoid discretizing the 
search space altogether and propose a new framework, in which the side chain conformations 
are represented by continuous variables. To find the minimum-energy conformation, we model 
the protein by a Markov random field, approximate the node- and edge-potential functions by 
mixtures of von-Mises distributions, and apply an approximate continuous inference method 
called Particle Belief Propagation. For some proteins whose native structures are known to 
contain conformations that are not covered by the discrete rotamer library, our method has 
already achieved some successes – we found closer-to-native conformations than some state-of-
the-art methods such as SCWRL. 
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Plot3 (www.plot3.com) is a web based scalable-vector-graphics data-visualization platform 
tailored to address the complexity associated with Big Data. Natively capable of managing, 
processing, exploring and analyzing both static and live data, Plot3 aims to seamlessly integrate 
federated data sources (from databases, instrumentation and analytical platforms) into a single 
unified data structure. 
 
Through the creation of custom data exploration dashboards, users can explore their data 
through rich, interactive and self-updating analysis and visualization widgets, such as graphs, 
plots and tables. These dashboards can be saved and shared with others through a collaboration 
work-space or through graphic-rich and interactive presentations. 
 
Plot3 can also be made to integrate with a myriad of analysis, modeling and simulation platforms, 
such as Accelrys Pipeline Pilot, Discovery Studio and Material Studio; with knowledge exploration 
and management platforms such as Linguamatics I2E and Electronic Lab Notebooks, as well as 
with Open Street Map to explore geo-spatial data. 
 
Plot3 is a free to use Python and Javascript based web application, its functionalities can be 
enhanced and extended by users, to integrate new data types and to create new visualization 
widgets, without any software programing. 
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The interaction between antibodies and antigens is one of the most important events of the 
immune system and is involved in multiple mechanisms including allergic reactions and 
clearing of infectious organisms. Antibodies bind to antigens at sites known as antigenic 
determinant regions, which are also referred to as B-cell epitopes. The precise location of B-cell 
epitopes on the antigen surface is essential in the development of several biomedical application 
such as; rational vaccine design, disease diagnostic, immune-therapeutics and potentially in 
assessment of protein immunogenicity and alleginicity. However, experimental mapping of the 
epitope area is costly and time consuming, thereby making in silico methods an appealing 
alternative. To date, the performance of methods for in silico mapping of B-cell epitopes has 
been moderate, which to some extent can be explained by our incomplete understanding of what 
constitute a B-cell epitope. Here, we present a method that enables structural superimposing of 
unrelated B-cell epitopes and describes the size, shape and spatial amino acid distribution of 
epitopes and they related paratopes [1]. Furthermore, by applying the method on protein pockets 
known to bind small molecules we illustrate the molecular basis for off-target activity of small 
molecule drugs. 
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eTRIKS (European Translational Information & Knowledge Management Services) is an EU Innovative Medicines 

Initiative (IMI) project aiming to provide  a cloud based  knowledge management (KM) platform and service 

infrastructure  capable of the efficient storage and effective analysis of experimental data from studies in man, 

in animals and in pre-clinical models.  

The main eTRIKS objectives are:  

1. Service: Deploy and host the eTRIKS platform based on the tranSMART1 technology and provide training, 

support and consultation activities to all IMI project partners on using the platform. 

2. Platform: Develop and maintain a sustainable, interoperable, collaborative, re-usable, open source and 

scalable translational research (TR) KM platform, as well as conduct research & development into effective 

analytics methods and tools to support TR and computational molecular biology research in general, thus 

evolving and extending the platform with tools for omics, imaging data and text analysis that can leverage 

cloud-based operations for system biology research. 

3. Content: Establish eTRIKS as a unique European TR data resource supporting cross-organisation TR studies, 

including clinical studies and pre-clinical studies, omics data analysis for biomarker discovery and validation, 

genetics and NGS studies and populate eTRIKS with existing and active data from TR studies and supporting 

the integration of standardised legacy TR study data.   

4. Community: Promote and lead an active international TR analytics & informatics community, centred 

around eTRIKS, through active stakeholder engagement and by disseminating tools and expertise worldwide 

and engage in, and influence, international standardisation activities in areas relating to TR informatics. 

In this poster, we will summarise the computational molecular biology aspect of the project, especially in the 

area of cross omics data analysis and modelling support.  

 

This work is funded by the Innovative Medicines Initiative (IMI) EU program. 

 

 http://www.transmartproject.org/ 
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The Critical Assessment of Genome Interpretation (CAGI, \'k -j \) is a community experiment 
to objectively assess computational methods for predicting the phenotypic impacts of genomic 
variation. In this assessment, participants are provided genetic variants and make predictions of 
resulting phenotype. These predictions are evaluated against experimental characterizations by 
independent assessors. The CAGI experiment culminates with a community workshop and 
publications to disseminate results, assess our collective ability to make accurate and 
meaningful phenotypic predictions, and better understand progress in the field. A long-term goal 
for CAGI is to improve the accuracy of phenotype and disease predictions in clinical settings. 
 
The CAGI 2011 experiment consisted of 11 diverse challenges exploring the phenotypic 
consequences of genomic variation. In two challenges, CAGI predictors applied the state-of-the-
art methods to identify the effects of variants in a metabolic enzyme and oncogenes. This 
revealed the relative strengths of each prediction approach and the necessity of customizing 
such methods to the individual genes in question; these challenges also offered insight into the 
appropriate use of such methods in basic and clinical research. CAGI also explored genome-
scale data, showing unexpected successes in predicting Crohn’s disease from exomes, as well as 
disappointing failures in using genome and transcriptome data to distinguish discordant 
monozygotic twins with asthma. Complementary approaches from two groups showed 
promising results in predicting distinct response of breast cancer cell lines to a panel of drugs. 
Predictors also made measurable progress in predicting a diversity of phenotypes present in the 
Personal Genome Project participants, as compared to the CAGI predictions from 2010. 
 
Current CAGI experiments are presently underway and, further information is available at the 
CAGI website at http://genomeinterpretation.org. 
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Proteomes evolve under many different constraints including the minimization of the energy 
required to produce them, and the establishment of biochemical networks that optimize 
metabolic fluxes or increase fitness by other means. Another constraint, which is not widely 
studied, is that viable proteomes must be producible with a limited gene expression machinery. 
Gene expression is in essence a two-step process, whereby protein templates are produced 
during transcription, and the proteins proper during translation. Although specific limitations 
apply at every level, translation is overall the more resource intense step. The main components 
of the translation machinery are tRNAs, mRNAs and ribosomes. Particularly the latter are very 
costly to produce for the cell and have been proposed to limit gene expression and cell growth 
as a whole. 

The optimality of a particular proteome is not only a function of its environment, but will 
also depend on its metabolic maintenance costs. It appears to be generally accepted knowledge 
that cell resources somehow limit the achievable proteomes, yet at present we do not have a 
detailed understanding of this limitation. For example, it seems to be a widely-held belief that 
initiation is a major limiting factor of translation. Similarly, it is also sometimes stated that 

tRNA availability is a limiting factor of translation. While these statements are normally 
inferences of from particular experiments, it has never been systematically investigated to what 
extent these insights are compatible with our wider quantitative and qualitative understanding of 
translation. At least for translation it is now possible to do this. For some of the best studied 
organisms we have a wealth of numerical information. What is lacking so far is a unifying 
framework that would allow us to understand what these detailed, but ultimately disparate, 
pieces of information entail and how they relate to one another. 

In this contribution we do precisely this. We present a dynamical and stochastic model of 
translation in baker's yeast (Saccharomyces cerevisiae) that encodes the best known data about 
this organisms and enables us to combine the pieces of the jigsaw-puzzle into a coherent and 
dynamical picture of translation. 

Our key findings include: (I) Ribosome-ribosome interactions (traffic jams) are likely to be 
at most a sub-ordinate effect in translation; (II) According to best estimates of the availability of 
tRNA availability is not limiting. Instead, tRNA seems to be available in large excess; (III) 
Limitation through initiation is more complicated than appears at first. The statement that 
"translation is limited by initiation" is imprecise in that it could mean that it is limited by a lack 
of ribosomes, a low affinity of ribosomes to bind to the 5'-cap or crowding at the 5' UTR. 
Detailed simulations suggest that the latter is likely to be a minor effect only. Similarly, 
available data suggests that ribosome affinity is not substantially limiting translation, at least not 

globally. However, the number of ribosomes is a limiting factor for the translation rate in yeast. 
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Abstract

Characterizing genetic diversity within and between populations has broad applications in stud-
ies of human disease and evolution. Here, we describe a new approach, spatial ancestry analysis
(SPA), for the modeling of genetic variant in two- or three-dimensional space. We explicitly
model the spatial distribution of the allele frequency of each genetic variant as a continuous
function over a geographic region. We show how this modeling allows for the accurate pre-
diction of an individuals location of origin within several hundred kilometers. SPA can also
predict the location of origin of the parents of individuals with mixed ancestry. SPA can also
identify genes which are under selection in human populations by identifying the locations of the
genome which have dramatic changes in frequency over a geographic region. The SPA software
is available in our website http://genetics.cs.ucla.edu/spa.
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